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ABSTRACT 

The aim of tbis paper is to present the results of a performance study that compares live missing data 
solutions in the context of slructural equation modelling (SEM). By means of a 5 factor simulation 
approach with multiple numerical and graphical evaluations, 7 research hypotheses are tested. A new and 
easy applicable method to handle multiple imputed data sets is also presented. 
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1.INTRODUCTION 

Social scientists use concepts in their theories. Such concepls can be intelligence, memory functions, 
educationallevel, socio~economic status and attitudinal components. As a means to validate theories that 
assume various relationsbips between such concepts and observed variables, the SEM approach is a most 
valuable instrument to bring together complex empirical methods and thcories. In tbis case, the latent 
variables are the concepts for wbich there is a measurement model that links the concepts to their 
indicator variables. These indicators are permitted to be unperfeet measures in the sense that the SEM 
technique allows measurement error in the indicator variables. The structural model in SEM then relates 
the concepts in a linear model. The evaluation of the model happens both on the level of individual 
parameter estimates and on the levelofthe entire model (the various goodness of fit measures). An 
interesting feature of SEM is the capability to model simultaneous relationships, feedback loops and 
mediating effects. This makes SEM a powerful method that analyzes variables and concepts in their 
mutual relationships. Tbis implies that the degree of abstraction is more realistic since relationsbips 
between concepts and variables can be modelled in an environment of variables respecting complex 
pattems of relations. An excellent example of this is aSEM application in the study of intellectual 
development and can be found in Rudinger et al. (1989). Special cases ofthe LISREL model are weU 
known statistical approaches such as factor analysis models, the confirmatory factor analysis technique, 
regression modeis, path analysis, econometric modeis, panel and wave modeis. Today the LISREL model 
is generaUy recognized and applications are acknowledged in other than sodal sciences domains. An 
example is the Hauspie et al. (1996) longitudinal study of Lublin children where determinants of growth 
in body length from birth to 6 years of age are modelled with SEM. 
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Social sciences data often contain missing data. The information may he absent for several reasons: 
respondents can refuse to answer questions, inforrnation can get lost, tbe data collection schedule can he 
designed so that several parts of the data are missing by design. In a repeated measurements exercise, 
subjects may not longer attend follow-up sessions and attrition takes place, ... 

The question dealt with in tbis paper is how to handle the missing at random data when SEM techniques 
are applied to such data sets. This study tries to answer tbat question by means of a performance study 
relying on Monte Carlo simulation techniques. In the next section we take a closer look at missing data 
and altemative solutions for tbe missing data problem in SEM. In tbe third section an analysis is 
designed to evaluate the performance of several missing data solutions. The results are presented in 
section four. In section five, suggestions for further research are presented. 

2. MISSING DATA: CONCEPTS AND PREVIOUS PERFORMANCE STUDIES OF MISSING 
DATA TREA TMENT 

2.1 Missing data mechanisms and SEM 

A very useful conceptualisation of missing data mechanisms is presented in Rubin (1976) and Little and 
Rubin (1989). "Missing data are called Missing at random (MAR) if tbe probability of having a particular 
pattem of missing data in a sample is independent of the values of tbe data that are missing, but may be 
dependent on tbe values of the data that are observed. Missing data are called Observed at random (OAR) 
if tbe probability of having a particular pattem of missing data in a sample is independent of tbe values of 
tbe data that are observed, but may be dependent on the values of the data tbat are missing. If tbc missing 
data are independent of the values tbat are observed as well as the values tbat are missing tbe condition is 
called Missing Completely at random (MCAR)." 
An interpretation of the example by Little and Rubin (1989) in a psychological context is a two variabie 
example where years of education is fully observed and the attitude toward an advertisement is only 
partially observed. If tbe probability that the attitude is recorded is equal for all individuals regardless of 
education or the attitude itself, tbe missingness is MCAR. Ifthe probability ofthe attitude being recorded 
varies according to the education ofthe respondents and does not vary according to the attitude level 
witbin an educationallevel group, we have MAR but not OAR data. Finally, ifthe probability that the 
attitude is recorded varies according to the attitude within each educationallevel group, we have 
systematic missing values, hence neither MAR nor OAR data. Basically, MCAR means that the 
observations with any missing values are a simple random sub-sample of the full sample. When the data 
are MCAR then the mechanism is called ignorable for both sampling-based and likelihood-based 
inferences. The mechanism is ignorable for likelihood-based inferences and not for sampling-based 
inferences ifthe data are MAR. Ifthe data are neither OAR nor MAR then the mechanism is called non
ignorable (Little and Rubin, 1987). This implies that likelihood methods will yield valid statistical 
inferences (parameter estimates, standard errors) even when the missingness depends on tbe observed 
values, as long as tbe missingness is independent of tbe values of what is missing. 

The strong MCAR conditions are not often met in the real world. In the case of panel research, sample 
attrition is unlikely to oecur completely at random since the means ofvariables for respondents to follow
up waves appear to be different from the means for non-respondents. Essentially, in order to prove that the 
missing data process is MCAR, a requirement of many missing data techniques, non-respondents should 
he traced and probed for their values. Ifthe completed data are a random sub-sample of the sample, we 
have a MCAR process. The search for and questioning of nOlHespondents is seldom possible and 
realistic. Since likelihood based procedures (see further) require only the missing data to be MAR, how 
could one find out whether the missing data are MAR? Marini, Olsen and Rubin (1987) skip tbe question 
and state that the analysis should proceed under tbe MAR assumption because if tbis assumption is not 
made, we are forced to build special models ofthe way non-respondents differ from the respondents (as in 
Little and Rubin, 1987). Much like the MCAR hypo thesis, such special models are untestable with tbe 
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data at hand. AlHson (1987, p. 77) fonnulates: liAs with other statistical assumptions, however, the 
missing-at-random assumption may be a useful approximation even when it is believed to be false". 
According to Rubin (1976), there is no general test for the MAR assumption because the observed data are 
always consistent with some MAR model. 

Estimating the parameters of aSEM with three different approaches (in tbis case pairwise deletion, 
listwise deletion and the full information method) to handle the not MCAR missing data yields different 
estimates (Verleye, 1996). This and other personal experiences motivate to take a closer look at the quality 
of SEM estimates when there are MCAR or MAR data by designing a multi factor simulation study. An 
other example by Rovine (1994) illustrates the same problem: three different approaches to estimate the 
covariance matrix in the presence of missing data yield three different results. 

2.2 Previous research: ref1ections and conclusions 

After analysis of previous research (Glasser (1964), Afifi and Elashoff (1966, 1967), Haitovsky (1968), 
Timm (1970), Beale and Little (1975), Gleason and Staelin (1975), Kim and Curry (1977), Finkbeiner 
(1979), Brown (1983), Malhotra (1987), Brown (1994) and Arbuckle (1995a, 1995b» a number of 
reflections can be fonnulated: 
• FIOm the previous studies it is clear that Monte Carlo approaches together with real data re-sampling 

studies are limited in the number of factors that can simultaneously be studied. The number of factors 
in these studies is at maximum 4 to 5. 

• Most studies use artificial data. Qnly 1 study cited (Arbuckle) is based on (re-sampling of) empirical 
data. Both approaches have positive and negative elements that should be carefully analyzed before a 
study actually takes place. The use of complete sets of empirical data implies inevitably that the 
distribution of the variables is not multivariate nonnal. Because the results of such performance 
studies are guidelines for the researcher who has a missing data problem with real data, studies based 
on simulated data sets should inc1ude both non-nonnal and nonnal data as a design factor. Tbis is 
especially so if methods are evaluated that are derived under the nonnal model. 

• Every study cited inc1udes the factor amount of missing data. Since it is very likely that the 
perfonnance of any method may depend on this factor, each study should include this factor. 

• The large majority of the previous simulation work has been done on missing at random data. Qlder 
papers do not differentiate between MCAR or MAR processes but in most cases it appears that the 
missing data is created according to a MCAR process. For practical and theoretical reasons it could 
sometimes be fruitful to compare MCAR with MAR results since ML techniques can work under the 
weaker MAR condition while simpIer techniques require the process to be MCAR. Inc1uding both 
MCAR and MAR enables to compare the differential perfonnance ofvarious techniques under the 
more realistic MAR condition. As mentioned before the solution of systematic missing data problems 
requires special techniques so the methods that work for MCAR and MAR problems can hardly be 
expected to work properly under systematic missing data patterns without modifications. 

• The factor number of (independent) variables appears in 2 studies. Without minimizing the potential 
IOle ofthis factor, we believe that the redundancy factor (e.g. average intercorrelation) is more relevant 
if a choke between design factors must be made because the estimation of the missingvalues is based 
on the infonnation in the predictor variables rather than the number of such variables. Sodal sdences 
data also show a degree of redundancy especially in the context of attitude measurement where scales 
are constructed based on the degree ofintercorrelation ofvariables. This degree ofredundancy factor is 
included in three studies (Timm, Gleason and Staelin, Brown 1983). 

• The research already done contains a high variability in the number of replications. This number can 
range between 10 and 300. In order to obtain a sharp and clear picture a large number ofrepHcations 
is desired although tbis multiplies the amount of work to be done. Since it merely increases computer 
time this consequence is of minor importance. A second consequence of a large number of 
replications is that minor differences between research conditions or methods williead to significant 
tests mainly due to the large number of cases in each ceU of the design. Statistical power is indeed an 



interesting property but can be a burden if every ANOV A interaction term becomes significant mainly 
due to the very large ce11-sizes. 

• Sample sizes are variabie in 3 studies and it is an interesting factor especia11y if the goal of the study is 
to advice the practitioner on wbich method to choose given bis/her sample size. Sofar the inclusion of 
this factor leads to answers that are linked to the statistical properties ofthe methods under study. 

• One remark concerning tbe evaluation of the various metbods is about the choice of criteria. While it 
is tempting to use one indicator for the whole of the parameter estimates (e.g. average absolute bias), 
differences in bias between individual parameter estimates (error variances, regression weights, ... ) 
both in direction (under versus overestimation) and magnitude should be inspected. 

Because the different studies use a mixture of several evaluative criteria combined witb different designs, 
care should be taken if the results are to be compared. Moreover, some promising approaches seem to 
work optimal in there very own context only. The regression imputation is an example where findings 
show that it works best when used for estimation of regression estimates. Even the principal components 
method shows lower efficiency when applied to factor analysis problems (according to the analysis by 
Finkbeiner). Some findings however are present in multiple studies and can therefore he generalized as 
conclusions so far: 
• ML approaches are tbe most efficient under tbe broad range of design factors. Their overall 

superiority holds even in tbe sma11 sample case. A most interesting feature of recent ML metbods is 
that they work under the weaker MAR condition. 

• In general, imputation methods such as mean substitution and hot-deck imputation do not yield 
efficient estimates. Perhaps multiple imputation does a better job. 

• Complete cases or listwise deletion is very wasteful as from moderate levels of missing data on. It 
remains avalid option when there are few MCAR missing data. 

• The available information method, also known as pairwise deletion is generally applicable for MCAR 
missing data problems. Research indicates that tbis metbod can be used ifthe correlations between the 
variables are ratber low. In this case regression metbods and ML techniques cannot outperform the 
pairwise method because of tbe lower redundancy in tbe data. 

• Direct estimation of the model parameters, in contrast to indirect estimation, seems to be avalid 
option. 

• Assigning means to missing values is poor in comparison with pairwise and listwise deletion, 
regression methods, principal components solutions and ML techniques. 

3. METHODS AND RESEARCH DESIGN 

In the nex1: section five different approaches are presented that will he used to handle non-systematic 
missing data problems. For many people that apply SEM, 'listwise' and 'pairwise' deletion are the two 
available options (apart from mean substitution available in many commercial statistical programs or 
similar response pattern imputation in PRELIS (Jöreskog and Sörbom, 1993». The three otber methods 
are recent ML techniques that have, to our knowIedge, not yet been compared in one performance study. 

3.1 Two guick procedures 

3.1.1 The complete cases method 

This case, often called "listwise deletion" , uses tbe N L cases where all K variables are observed. Under 

the MCAR assumption, tbe complete cases are a random sub-sample oftbe original cases and discarding 
cases does not bias estimates. Ifthe MCAR condition is satisfied, this approach has manyadvantages. 
Standard complete data analysis methods can be applied without modifications (Littie and Rubin, 1987, 
p.40). Univariate statistics can he compared since all such parameters are computed on tbe same numher 
of cases (Little and Rubin, 1987, p.40). Listwise deletion leads to a consistent estimator of tbe parameter 
vector (1) , using maximum likelihood, as long as N L ~ 00 when N ~ 00 (Bollen, 1987). When 
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N L > K , the S L (tbe observed covariance matrix calculated using the N L complete cases) is positive

definite, provided tbe model implied covariance matrix l: is positive-definite (Dijkstra, 1981). However, 
N L , the number of cases used in tbe analysis, is always smaller tban N , the total numher of cases. The 

loss of cases and information can be severe. The analysis of S L ' tbe covariance matrix for tbe remaining 

cases, leads to less efficient estimators than the analysis of S using tbe full sample (Bollen, 1987, p.370). 
Applied to the example from section 2.1, it is dear that ifthe missing data are such that the attitude 
variabie is less missing for cases with more education, the marginal distribution based on complete cases 
analysis of the attitude-toward-the-ad variabie will be distorted by tbe overrepresentation of people witb 
more education. The estimation of tbe correlation coefficient is subject to bias because of the 
overrepresentation. 

One may test the MeAR assumption in the case of the analysis of complete cases through a comparison of 
the distribution of the N L cases witb tbe distribution of the available cases for each variabie (Littie and 

Rubin, 1987). A discrepancy between the two distributions is an indication that the data are not MeAR 
because the sub-sample based on the N L cases is not a random sample out of tbe N cases. 

3.1.2 The available information method 

Next to tbe complete cases method, a second procedure called "available information", or "pairwise 
deletion" is often used in covariance type estimates. In the case ofpairwise calculation ofthe covariance 

matrix, tbe measures of the covariance for X and Y are based on the Np cases where Np stands for 

the number of cases for wbich we have values for X and Y at the same time. Although altemative 
computational versions exist (see Litde and Rubin, 1987), the covariance estimate is obtained as: 

s:;= 
Np 
L:(Xi -XNp)(Yi _ yNp). 
i=! 

Ifthe missing data process is MeM then this estimate is consistent Altbough tbis approach uses all 
information available, its practical utility is limited for at least two reasons. First of all, if the pairwise 
deletion method is used to estimate a covariance matrix, one cannot provide the sample size for the entire 
matrix since tbis sample size can be different for each pair of variables. This creates a problem to 
deterrnine tbe value of N toward tbe SEM program. The chi-square tests of model fit and the estimated 
asymptotic standard errors are sensitive to the choice of N (see Bollen, 1987). A second problem is tbat 
if the number of variables K increases, the resulting covariance matrix S could not he positive-definite. 
SEM programs such as LISREL can handle non-positive definite covariance matrices by adding a 
constant times the diagonal of S to S (see Jöreskog and Sörbom, 1989). 

3.2 Three Maximum likelihood approaches for ignorable missing data 

The advantages of maximum likelihood based approaches to he treated in tbis section relative to complete 
cases and available information are twofold: complete cases and available cases procedures are consistent 
but not efficient, providing that tbe missing data process is MeAR. If the data are only MAR tbe 
estimates can he biased. ML estimates are consistent and efficient under thc less restrictive MAR 
condition. The three methods tbat follow are potentially fnIitful in treating MeAR and MAR missing data 
problems for three reasons. First of all they can he applied bod1 with MAR and MeAR missing data. 
Second, a review ofthe literature shows the potential ofthe ML approach. Finally, these 3 ML methods 
are very distinct, so the common promising ML characteristic shared is applied in different ways. Tbis 
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might lead to interesting findings when missing data of various kinds in data sets with different 
characteristics are treated with these methods. 

3.2.1 The Expectation Maximization (EM) covariance matrix estimator under the normal model 

The EM method is an indirect way to deal with missing data problems because it is a method that results 
in an alternative (but efficient) estimate of the covariance matrix S that serves as input to aSEM 
program. The algorithm handles missing data in an iterative way. Each iteration consists in two steps. In 
the fust step the missing data are replaced by estimated values (such as the complete cases estimates). 
Next, the parameters are estimated and in the third step the missing values are re-estimated assuming that 
the parameter estimates from step 2 are correct. In the fourth step the parameters are re-estimated again 
and so forth. This goes on until the process converges. One of the advantagcs of EM is the fact that under 
general conditions, the loglikelihood is increascd in each iteration. In other words, it converges reliably. 
On the other hand, the convergence ofEM can be slow if a lot of data are missing. Dempster, Laird and 
Rubin (1977) show that its convergence is linear with rate proportional to the fraction of missing 
information defined in terms of the eigenvalues of thc information matrix. Of course we need an initial set 
for the parameters. If we have at least K + 1 complete observations, the complete cases method provides 
efficient estimates uwe have MCAR missings (which is not so realistic). A second method requiring none 
of the two conditions and yielding good starting values implies the use of the available information for the 
univariate parameters and setting the covariances to zero (see Little and Rubin, 1987, p.143). 

The FORTRAN 77 routine that computes ML estimates under the normal modelof the covariances with 
EM, is made available for this study by Donald B. Rubin and written by Chuanhai Uu. 

3.2.2 Ful/ information estimation in SEM 

Allison (1987) described an alternative modelling approach applicabie in LISREL which yields ML 
estimates that are consistent, asymptotically efficient and asymptotically normally distributed in the 
presence of MCAR or MAR missing data. The approach also produces consistent estimates of the 
standard errors of the parameter estimates. A similar approach for confirmatory factor analysis was 
proposed by Werts, Rock and Grandy (1979) and for LISREL models by Baker and Fulker (1983). Muthén 
et al. (1987) described a similar technique to be implemented with EQS. Lee (1986) also described a 
direct ML estimation method for structural equation models with missing data. The basic idea presented 
in the paper by Allison is to use data from sub-samples with different sets of observed variables. One of 
these sets may be a fully observed set. For a three variabie case with one variabie partially missing, 

say Xl ' two sets are required. The first set is fully observed and in the second set the information on Xl 

is missing. Iftwo variables, say XI and X 2 are partially missing and there is no simple missing values 

pattern, 4 sets are required: a completely observed set, a set where Xl is missing, a set where X 2 is 

missing and a set where both Xl and X 2 are missing. The missing variables arc then trcated as latent 

variables. For all samples simuitaneously the model is then estimated with appropriate equality 
constraints imposed across the sub-samples. This is possible using a combination of the structured means 
method and the multiple group approach, both present in later versions of the LISREL program. 

An interesting property of this ML approach is that it uscs all the availablc inforrnation. This ML 
approach takes into account the overidentifying restrictions, present in most confirmatory factor analyses 
and simultaneous equations modeis, as opposed to methods where an altemative covariance estimator is 
used as in pairwise and listwise procedures and other ML estimators such as EM. This is a requirement 
for an efficient ML estimation ofthe model parameters (Allison, 1987). 

As described by Allison (1987, p.74) "the method is primarily useful when the number of sub-samples 
with distinct sets ofvariables present is relatively small and when the number of cases in each sub-sample 
is large". In theory the method yields valid estimates for general missing data problems with numerous 
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sub-samples. In practice there are two drawbacks. First, the number of missing data pattems must be 
limited, which is not the case in many practical problems. Second, the implementation of the procedure 
needs a very high level of expertise with SEM "programming" . These two drawbacks could however be 
minÎmized if a LISREL (or other SEM program that does multiple group analyses) preprocessor would 
have been developed that \\'Tites the program code lines needed to implement the approach upon reading 
the data and program code for the essential model (the code that would have been written if there were no 
missing data). This has never been done (Paul D. Allison, Kenneth A. Bollen in personal 
communications). Of course, even if such a preprocessor existed, manY data sets would not satisfy the 
need for large sub-sanlples. Arbuckle (1995a, 199 5b) incorporated these idea's in a generalization of the 
ML estimation in confirmatory factor analysis with incomplete data by Finkbeiner (1979). This method 
works with almost every pattem of missing data (Finkbeiner, 1979). 

Let J..l i and l: i be the population mean and covariance matrix for the variables that are observed for case 

i . Each J..l i can be obtained by deleting elements of J..l , and each l: i can be obtained by deleting rows 

and columns of l: . 

Ifwe filfther assume multivariate normality, the loglikelihood ofthe i -th case is 

where Ai is a constant that depends only onK;. The loglikelihood ofthe total sample is then 

N 

In L(J..l, l:) = 2:)n Li . 
i=l 

Given a structural equation model that specifies J..l = J..l( áJ) and l: l:( áJ) as a function of some 

parameter vector áJ, ML estimates of áJ are obtained by maximizing 

In L(J..l(áJ), l:( áJ)) , 

or by minimizing 

N N N 

C(áJ) = -21nL(J..l(áJ),l:(áJ))+2LAi Llnll:; I + L (x; - J..li )l:~l (Xi - J..lJ 
i=l i=l i=l 

The structural equation programs AMOS (Arbuckle, 1993) and Mx (Neale, 1994) use this approach to 
handle missing values. The fuIl information method is a direct approach because the model parameters 
are estimated in the presence of missing data. 

3.2.3 The multiple hnputation approach 

Next to the complete cases method and the available information method, various imputation methods are 
often used to handle tbe missing data problem. Imputation methods replace each missing value by a value 
making the data matrix free of missing data. 

The basic problem with one imputation for each missing value is that they are treated as if they were 
known. Even if we perfectly understood tbe missing data process, the estimates tend to be too sharp 
because the extra variability due to tbe unknown missing values is not taken into account. If the missing 
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data process is less understood, single imputation does not control for the extra uncertainty due to the 
unknown missing data process (Rubin, 1987). In multiple imputation we replace each missing value by 
M values. A:fter multiple imputing a data set containing missing data, we have M completed data sets. 
The two main advantages of single imputation remain : as we have complete data sets, numerous types of 
statistical techniques can be applied. Secondly, the know-how of the database administrator can be 
incorporated in the way we impute the missings. Compared to single imputation, multiple imputation 
implies that we have to analyse M data sets in an identical way which means more effort to do a statistical 
analysis. In general, the final results are obtained by bringing these M estimates together in a proper way 
(see Little and Rubin, 1987, p.257). In fact, multiple imputation has two important advantages compared 
to single imputation (Rubin, 1987): First of all, when imputations are randomly drawn in an attempt to 
represent the distribution of the data, multiple imputation increases the efficiency of estimation: 

as M -7 00, m -7 (J) with correct standard errors. This happens because the uncertainty about the real 
values of the missing data are now considered by using Mvalues instead of one. In practice we can 
use M = 3 . Secondly it is possible to apply M different models to impute values to reflect the uncertainty 
about the process that causes the missing data. 

During the last decade quite a number of algorithms have been developed that perform multiple 
imputations under a specific model for the missing data (e.g. Tanner and Wong, 1987 and Rubin and 
Schaffer, 1987). According to Rubin (1987), the most fruitful approach is a Bayesian method which 
yields inferences with good frequentist properties. In this approach a prior is added to the likelihood and 
the inferences are based on the posterior distribution. Because of the complexity of the likelihood function 
it does not allow for explicit expressions for marginal posterior distributions of the parameters. These 
distributions eau be approximated by simulation. For monotone patterns (the variables can be arranged so 

that for j = 1,2, ... , K - 1, X i is observed whenever X J + 1 is observed) we first draw p. and :E from 

their posterior distribution. In the second step we draw the missing values from their posterior distribution 
conditionally given the drawn values ofthe parameters (for more details see Rubin (1987». The first step 
is important because if we do not draw the parameters and use the observed parameters, we act as if the 
respondents' distribution of X values were exactIy the same as the population distribution of X values. In 
this way we underestimate the variability. With ignorable non-response, the respondents and the non
respondents share the same parameters, but the sample mean and the sample variance for respondents are 
not perfect estimates of these parameters, and our imputations must reflect this uncertainty to be proper. 

An efficient statistical algorithm that imputes properly for ignorabie missing data under the condition that 
the observations of the Kvariables are independently identically distributed with a normal distribution 
N K (p., :E) is presented in two research papers by Liu Chuanhai (1992a, 1992b). 

In practice the M multiple imputed data sets can be analyzed in SEM programs using the multiple group 
approach. In this indirect method, each data set is tI1en assigned to a group and the parameter estimates 
are estimated with equality constraints over the M groups (see Jöreskog and Sörbom, 1989). The 
FORTRAN 77 routine that does the multiple imputation is made available for this study by Donald B. 
Rubin and written by Chuanhai Liu. 

3.3 Study Design 

This study can be considered a factorial design perfornIance study with 5 factors. The factors being: 

• the five missing data solutions already mentionned, 
• the type of SEM sub-model: a measurement model versus a full model, 
• the percentage of missing data for each variabie, 
• the kind of process creating the missing data: MCAR versus MAR, 
• multivariate normal versus non-normal data. 
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The steps tbat wiIl allow us to study tbe performances are : 

First, using tbe SIMCHI approach (Verleye, 1996), draw 300 data sets with a fixed covariance matrix that 
goes with the model of interest and distribution type. The measurement model is the 4CM model used by 
Boomsma (1983) in his robustness study. 1t is a 2 Correlated factors model with 4 indicators for each 
latent variabie and Medium sized factor loadings. The fuIl SEM model used in this study is tbe "Peer 
influence on aspiration model" by Duncan, Raller and Portes (1968). It is selected for the same reason we 
decided to use the 4CM model: this model is definite a reference model. It is also discussed in Jöreskog 
and Sörbom (1989), Boomsma (1983)and Fox (1984). When we fix all model parameters, this imp lies a 
covariance matrix. So we know the exact values of the model parameters, fit indices and given tbe sample 
sizes, tbe standard errors. These are the reference values. One half of all the data sets will be drawn under 
a multivariate normal model while tbe other halve will be non-normal data. In this study tbe non-normal 

distributed variables are always X; variables. Since we want to exclude potential sample size effects on 

estimation, we decided to use large data sets and fix N at 1000 observations. According to tbe 
terminology used by Boomsma (1983), we work witb large samples tbereby avoiding ML convergence 
problems and sample size effects on the sampling distributions of the SEM parameter estimates and tbe 
goodness of fit statistic. Next to tbe question of sample size we address the question of tbe number of 
repetitions NR in each cell of our factorial design. It is weIl known that in this type of Monte Carlo 
research where a model is used to generate data, generally called distribution sampling (Kleijnen, 1974), 
the error in the Monte Carlo estimation of statistics from the sampling distributions decreases with a 

1 

factor NR -2. Following Kendall and Stuart (1969), it is not easy to fix NR at a value that is safe. Most 
often, values below 100 are suspect. Following Boomsnm (1983) we took NR =300 because this value is 
far beyond the 100 threshold and tbe standard errors are decreased by a factor of almost 2 in going from 
NR =100 to NR =300. This step is related to tbe type of SEM sub-model factor and to tbe multivariate 
normal versus non-normal data factor. 

In step two the factors percentage of missing data and tbe missing data process are considered. Values will 
be deleted by means oftwo processes: a MCAR and a MAR process. In tbe MCAR case, tbe values are 
deleted completely at random. In order to obtain a missing data process that results in MAR and not OAR 
missing data, an adaptation of a process described by Rubin (1976, p.583) was used. As an exanlple, take 
1000 one variabIe observations. If the sum of the first NI values exceeds some predefined value, tben all 

values that come after N j are made missing. 

Three types of data sets will be created: each variabie has 5%, 15% or 25% missing values. We are aware 
that 25% missing data is perhaps more than what is encountered in research. Rowever it may be fruitful to 
incorporate such a high level since this may highlight differences between the performance of tbe various 
potential methods to handle missing data that are not so explicit with lower degrees of missing data. In 
their 1975 paper Gleason and Staelin (1975) advise to "go beyond what is missing in empirical work" for 
tbe same reason. 

The missing data wiIl be treated with the 5 techniques, the models will be estimated and subsequently the 
results will be compared to tbe reference values according to a number of criteria. This is the remaining 
factor. 

In total, 36000 output files (300 repetions x 2 distribution types x 2 missing data processes x 3 levels of 
missing data x 5 approaches to handle tbe missing data x 2 modeis) are to be processed. 

To evaluate tbe performance oftbe five techniques two sets of criteria are applied. We decided to 
combine two approaches that togetber foml a rather exhaustive schedule: 
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1. numerical indicators of (1) non-convergence and improper solutions, (2) bias of parameter estimates, 
(3) bias of estimates for standard errors, (4) confidence intervals for parameter estimates, (5) 
confidence intervals for the mean of standardized parameter estimates, (6) the chi-square statistic for 
goodness of fit, (7) dependencies between parameter estimates and their corresponding standard error, 
(8) normality tests for the standardized parameter estimates. 

2. graphical analysis ofthe standardized parameter estimates and the goodness offit statistic: compare 
the theoretica1 sampling distribution with the empirical sampling distribution. 

4. RESEARCH HYPOTHESES 

In this section a number of hypotheses are presented. These statements are motivated by means of the 
special features that characterize the 5 different methods tested in this study. The hypotheses are: 

I. Given the redundancy (due to the non-zero correlations) in the 2 covariance matrices that are used in 
this analysis, the EM maximum likelihood solution and the multiple imputation procedure should be 
more efficient compared to listwise and pairwise deletion. One cao verify that the 2 quick methods do 
not use the redundancy in the data while the two ML methods estimate parameters using the 
inforrnation in the non-zero correlations between the variables. 

2. The higher efficiency ofML solutions should be more pronounced in the MAR case than in the MCAR 
case. ML methods are still efficient under the weaker MAR condition, while the 2 quick methods 
require MCAR data. 

3. The fuIl information approach implemented in AMOS should be superior to EM estimation ofthe 
covariance matrix and the multiple imputation method. The main reason for this is that AMOS uses a 
direct estimation procedure. A more fundamental reason is that the EM covarianee estimates and the 
multiple imputation estimates ofthe missing values do not take into account the identification ofboth 
SEM modeis. In fact both models are overidentified. Aeeording to Allison (1987, p.79), "in order to 
have efficient parameter estimates in the presence of missing data, the overidentifying restrictions 
should be incorporated in the ML estimation procedure". 

4. The 5 procedures do not perform differently for a measurement model and a fuIl model. None of the 5 
methods should be superior for one ofbotb modeis. All 5 methods do not use techniques that favour a 
factor model or a full structural model. 

5. In comparing the relative efficiency of tbe teehniques, better results for the ML methods are expected 
in the presence of normal data. The reason for this are tbe normality assumptions that underlie the 
three ML metbods. However, sinee the SEM ML procedures are developed under the multivariate 
norrnal distribution these discrepancies should be analyzed with caution. Some results (in the cases 
where raw data files are used as input to SEM programs: liswise deletion, multiple imputation and the 
available information method) may very weIl be partiaUy explained because SEM estimates may he 
sensitive to departures from the normality assumption. Research by Boomsma (1983) shows that 
although departures from normality do not seem to influence the parameter estimates, inaccurate 
standard errors may be obtained. 

6. The 2 quick methods, pairwise and listwise deletion should work equally weU under normal and non
normal distributional conditions because no distributional assumptions are present in their heuristics. 

7. In the presenee offew missing data (5%), smaller differences are expected between the performanee of 
the 2 quick methods and the three ML methods compared to the situations with moderate (15%) and 
higher (25%) fractions of missing data. This effect should he noticeable because the two quick 
methods are both characterized by an absence of effort to do something about the missing data 
problem. The complete data procedure even throws away observed information as seen earlier. The 
painvise method tries to use the maximum inforrnation available but leaves the missing information as 
such. This is in contrast to the two indirect ML procedures that try to use the redundancy in the data. 
The direct method in AMOS is also tuned to handle missing data in a more active approach as seen 
before. We therefore expect increasing discrepancies between the quick methods and the ML 
approaches as the amount of missing data increases. 

10 



5.RESULTS 

In this section the conclusions based on tbe analyses of the results for both tbe measurement model and 
the full structural model are reviewed. Given tbis information, the question raises whether the research 
hypotheses presented stand the test. The relationship to previous research efforts are also highlighted. 

5.1 The research hypotheses 

According to tbe flrst hypothesis, tbe EM maximum likelihood technique and the multiple imputation 
metbod should outperform the two quick procedures (listwise and pairwise deletion) because there is 
redundancy in the covariance matrices. This redundancy is used in these two indirect ML methods. 
FIOm our analysis of the results it is clear that this hypotbesis is confimled: 
• Tbe two ML methods always yield convergence and there are no improper solutions. The performance 

of the listwise deletion metbod is clearly worse. However, the pairwise deletion method leads neither to 
such convergence nor to improper solution problems. 

• The bias of the parameter estimates after treating the missing data problem witb an indirect ML 
metbod is smaller tban the bias obtained witb the two quick methods. Pairwise deletion shows better 
results (smaller bias for tbe parameter estimates) than the listwise deletion method. However, tbe 
pairwise metbod leads too frequently to rejection of a correct model. An example is this can be seen in 
flgure I. 

• If the information in both tbe bias of the parameter estimates and tbe standard errors is combined, the 
higher efficiency of the two indirect ML techniques is confirmed. 

Fîgure 1. 
Theoretical versus sampling distribution of the Chi2 GFI. 
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The second hypothesis stated that tbe two quick metbods should perform worse under MAR versus MCAR 
conditions. The hypothesis also said that the three ML techniques should have equal performance levels 
under both MCAR and MAR conditions. From tbe analysis of the tables, it is clear that ML methods 
work equally well under both MCAR and MAR conditions. This is not the case for tbe listwise method: 
this procedure perforrns worse under MAR conditiollS tban under MCAR conditions. In terms ofbias for 
tbe parameter estimates, the pairwise deletion method yields results that are similar for MCAR and MAR. 
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This condusion can also be drawn if combinations of bias in parameter estimates and the standard errors 
are jointly studied. Tbe only performance indicator for the pairwise deletion method that is influenced by 
the nature ofthe missing data process is the chi-square goodness of fit. The pairwise deletion method 
shows less model rejections under the MCAR condition than under MAR condition. 

Following the third hypothesis, the full infonnation procedure present in AMOS should yield better results 
than EM and multiple imputation because it is a direct estimation method. A number of findings support 
this hypothesis. In the case of the measurement model tbe bias of tbe parameter estimates (for the 5% 
missing values condition) is better with AMOS compared to tbe four other missing data methods. 
Altbough AMOS slightly overestimates tbe standard errors when the fiaction of missing data is moderate 
or high, the results fiom the analysis of the confidence intervals for the parameter estimates consistently 
indicate that direct ML yields the best estimates. This full infonnation method shows smaller correlations 
between the paranleter estimates and the standard errors compared to the two indirect ML methods. The 
standardized parameter estimates computed witb AMOS are standard normal distributed. With the two 
indirect methods, the variances of tbese standardized parameter estimates are larger than 1. One further 
advantage of AMOS compared to the two ML methods is tbat tbere is no need to pre-process the data with 
customized software. Both EM and multiple imputation require such a step. One can easily spend one 
hour preparing thedata followed by adaption and subsequent application of a single FORTRAN program 
to obtain the EM covariance matrix or imputed data sets. 

According to hypothesis 4, the results obtained for tbe measurement model should be equal to those 
obtained for the fulI structural model. None of tbe five techniques dealing with missing data problems 
yields consistently better or worse results for one of tbe two modeis. Analysis of the tables and figures 
supports this hypothesis. Omitting one of tbe models would certaioly not lead to different concIusions. 
There are however small differences: 
• In the case of the full structural model, the listwise deletion procedure yields non-convergence and 

improper solutions under OOth MCAR and MAR conditions. For the measurement model, this ooly 
occurred under the less restrictive MAR condition. 

• Tbe underestimation of the parameter estimates is for tbe listwise deletion procedure a Uttle more 
pronounced in tbe full structural model case compared to tbe measurement model results. 

• The overestimation of the standard errors computed by AMOS for the full structural model holds for 
every fraction of missing data, while in the case of the measurement model tbis dear overestimation 
only occurred for moderate and bigh fractions of missing data. Both this and tbe two previous findings 
are maybe related to the fact that the full structural model is more complex than the measurement 
model. 

• Tbe measurement model shows some dependencies between tbe parameter estimates and tbe 
corresponding standard errors to be unstable for the painvise solution. Such discrepancies are not seen 
in the results ofthe full structural model. 

Because tbe three ML techniques are developed under the normal model, following hypothesis 5, we 
expected better results under normality in the data. In contrast to that, no impact of the distribution of the 
data is expected for the two quick metbods because these techniques do not require distributional 
assumptions. Tbis was in fact hypothesis six. As for the tbree ML methods, no improvement in 
parameter estimation due to nonnality is observed. The ooly result is that tbe differences between the 
parameter estimates for tbe ML methods become smaller when the data are normally distributed. No 
single best method exists however. The bias for the standard errors is not influenced by the presence of 
normality for the three ML metbods. In tbe case of listwise deletion, the bias in the parameter estimates 
in the normal data case is smaller compared to tbis bias in the presence of skewed data. As seen before, 
this may be due to LISREL which is known to yield better parameter estimates under normality conditions 
in small samples. No relationship betwecn distributional characteristics and the quality of the parameter 
estimates is noticed for the painvise deletion procedure. For the two quick methods, the bias of the 
standard errors is not influenced by tbe skewness of the data. 
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The last hypothesis stated that larger differences hetween the two quick methods and the ML procedures 
could he expected as the amount of unobserved data increases. This hypothesis is not rejected and the 
effect is especially observabie for the bias in the parameter estimates. Large differences are present for the 
bias of the parameter estimates with 25% missing data. The differences are smaller with 5% missing 
data. 

A general picture of the results ean be seen in figures 2 and 3. The data are the lambda parameter values 
from the measurement model. 

5.2 Previous research 
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Our results from the performance study clearly line up with findings from the other sources. Yet our 
study tried to test them in one overall research design. We will first present the literature findings that 
match with our results. 
• Haitovski (1968) concluded that in the presence of a lot of missing data, the complete cases method 

(listwise deletion) is worse than the available infonnation method (pairwise deletion). 
• According to Bea1e and Little (1975) ML outperforms the listwise deletion method. They also found 

that different ML approaches yield not very different results. 
• Kim and Curry (1977) concluded that the pairwise method is better than the listwise procedure. 
• Finkbeiner (1979) concluded that direct ML is best. Another finding is that the pairwise deletion 

method yields estimates that are close to ML estimates while the listwise procedure is much worse. 
This listwise procedure was found to improve as less data are missing. 
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• Brown (1983) found the pairwise method more efficient than the Iistwise procedure. The EM 
technique outperforms the pairwise method. All ML procedures yield similar high quaIity estimates 
that are better than the pairwise deletion results. 

• Malhotra (1987) concludes that the EM method outperforms the listwise deletion method. He also 
finds that as the fraction of missing data decreases, the differences between the methods decrease. 

• Brown (1994) states that the listwise deletion method is wastefuL There is a tendency for error 
variances and structural distmbances ( CP, q.r, e t5 and e" to be more biased than other parameters. 

Underestimation of structural parameters r is consistent. Listwise deletion yields overestimated 

standard errors. These are larger compared to other methods. The pairwise deletion method yields 
good estimates for the standard errors. 

• Arbuckle (199 5a, 199 5b) indicates that both the pairwise method and the direct ML procedure provide 
very good estimates of the parameter values under the MCAR condition. The ML estimator is more 
efficient and is normal in shape. The pairwise method yields results that are in between the results of 
listwise deletion and direct ML. Arbuckle concludes that under MCAR conditions, the ML method is 
superior to the pairwise and listwise results. Under MAR conditions, the direct ML method 
outperforms the pairwise and listwise method. With normal distributed data, the direct ML method 
performs better than under non-normal data conditions. 

In a few circumstances however, our results do not match. 
• Timm (1970) found that the listwise deletion procedure does not yield non positive-definite covariance 

matrices. 
• According to Finkbeiner (1979), the pairwise deletion method can result in non positive-definite 

covariance matrices. 
• Brown (1994) finds that with large samples the listwise deletion method shows no convergence 

problems. Another conclusion says tbat the pairwise deletion method shows a constant low level of 
model rejections and tbat imputation methods show stabie rejection rates across tbe MCAR levels. 

A possible explanation for these findings is that they may be related to the model used in the Monte Carlo 
study. Each model uses different covariances, so in some cases obtaining positive defmite matrices may 
be more likely than in other. For tbe model rejection, Brown (1994) used not tbe same test as we did. Our 

analysis uses tbe likelihood ratio test (L2 
) while Brown (1994) applied the ~; test. Both tests suffer 

from a sample size effect as already mentioned (Bollen, 1987, p.278). The sample size used by Brown 
(1994) is half tbe size of the samples we used. These can be reasons why different outcomes are observed. 

6. DISCUSSION 

In this section, three items are treated: 

1. suggestions for tbe SEM user with missing data, 
2. the limitations ofthe performance study, 
3. suggestions for future research. 

First of all, it is our belief that tbe missing data should be analyzed before an y other statistical analysis 
takes place. In chapter three some suggestions are presented in order to accomplish tbis. The question is 
"Do we have MCAR, MAR or systematic missing data?". As seen in chapter three, missing data that is 
not MCAR is easy to trace. In many occasions it is not so obvious to decide that tbe missing data process 
is systematic and not MAR This for two reasons: tbe observed data will be consistent with some MAR 
process and one does not have access to tbe real values of the missing data. "This is especially true in tbe 
case were studies are designed intentionally to have missing data. Such studies are rare, but they might 
become more common now that good methods of handling large amounts of missing data are available" 
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(Jarnes Arbuckle in a personal communication). References on "planned" missing data are Duncan and 
Duncan (1994), Graham et al. (1996), Kaplan (1995) and McArdle (1994). 

In general, for data that is to be modelled with SEM, it is our belief that the two quick methods (listwise 
and pairwise deletion) are better not applied. First of all, it is highly unlikely (especially in attitude 
research) that every missing data process (for every variabie that contains missings) is MCAR. Secondly, 
even if the process can be assumed MCAR, these two methods have their proper drawbacks: listwise 
deletion is wasteful and for both deletion methods, the standard errors are not exact. One could argue that 
the study showed that the pairwise deletion method yields acceptable results in many occasions. However, 
we prefer one approach that is generally applicable. In this case it is clear that the direct estimation 
procedure is to be preferred. If for some reason an indirect method is needed, we highly recommend to 
apply the EM maximum likelihood estimation of the covariance matrix. Although EM was not explicitly 
compared with the similar pattern approach available in PRELIS, the EM method most probably 
outperforms the similar pattern imputation. Similar pattern imputation is a single imputation technique 
that is not always applicable. More important, it shares with other simple single imputation methods a 
common characteristic: there is no uncertainty added to the imputed value yielding an analysis that treats 
imputed values just like observed values. Although multiple imputation does not suffer from this, in 
practice it requires more extensive data preparation together with elaborate SEM programming. There is 
also a problem with the data itself: in order to repeat aSEM analysis that was carried out by someone who 
prepared multiple imputed data sets, one needs those data sets or at least a very explicit description of the 
approach and models that were used to obtain the M imputed data sets. It is much more convenient to 
add a covariance matrix (EM) to a paper. Of course, one can argue that to repeat the direct estimation 
procedure, one also needs raw data. However, no complex imputation information is required. Hopefully, 
this kind of performance analyses will persuade researches to apply a more efficient procedure to handle 
their missing data problems. The direct estimation procedure and EM estimation of the covariance matrix 
are now at every one's disposal so this should be possible. 

The nature of a Monte Carlo study implies limitation of the number of factors that can simultaneously be 
analyzed. This analysis explored the impact of 5 factors: the type of model, the missing data process, the 
fraction of missing data, the distributional characteristics of the data and finally the method that is used to 
deal with the missing data. Before considering the relevance of other factors, it is interesting to look at 
the limitations of each factor that was present in this analysis. 

This performance analysis was repeated for two modeis: a measurement model and a full structural model. 
It was found that the conclusions for both models were very similar, except for some minor differences. 
One could however ask to what extent the results from this study can be generalized. Given that statistical 
models such as regression analysis, causal path analysis and many more as we saw previously, are special 
cases of the general LISREL model, we believe that the results from this study are applicable for all 
LISREL sub-models. In fact, the results should be applicable to every analysis which models a covariance 
structure because that is what SEM does. Of course, a "proof' of this statement implies the test for every 
sub-model which leads to unpractical proportions ofthe study. Given that the algorithms ofthe five 
procedures do not favour a specific model with covariance data, the applicability is broad. 

The second factor considered is the missing data process. Two types were analyzed in this study. The 
conclusions for the MCAR process are without questioning applicable in every MCAR situation for the 
class of LISREL modeis. However, although the MAR method used in this study is a procedure that 
satisfies the criteria for MAR, other missing data processes that are MAR exist. The efficiency of the three 
ML methods is independent of the kind of MAR process, as long as it is MAR. Maybe the two quick 
methods yield different results for different MAR processes. The following example is a missing data 
process that is also MAR but different from the MAR process used in our study. In the analysis by 
Arbuckle (1995a, p.17) "SENTENCE and P ARAGRAPH scores were deleted (i.e., made missing) for 
every examinee whose WORDMEAN score was 12 or less, and retained for examinees with 
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WORDMEAN scores greated than 12." SENTENCE, PARAGRAPH and WORDMEAN are the scores on 
three psychological tests. 

Anyway, it is known that the two quick procedures are not suited for MAR problems (Iack of consistency 
and efficiency) so we believe that it is not very worthwhile to analyze the potential influence of the kind of 
MAR process on the efficiency of the quick methods. Even if this kind of exercise would yield results, the 
importanee of such findings cao be questioned. 

The three levels ofthe fraction of missing data (5%, 15% and 25%) were chosen to cover the range found 
in real research. Data sets with fractions of missing data beyond 25% for each variabie are sparce. In such 
occasions, one should question the quality ofthe data and the relevanee of advanced statistical procedures 
applied on poor data. The question however remains to what extent missing data solutions yield efficient 
results with even larger fractions of missing data. In other words, what are the limits for the missing data 
methods? How much observed data do they need do work properly? Again, tbis calls for a separate 
analysis. 

Real data to be treated with missing data techniques al1d subsequently analyzed with covariance structure 
models will probably not be distributed normally. The non-normality of the data that was used in this 

study is not excessive. (In this study the non-normal distributed variables are always X i variables. ) The 

purpose of this factor was to take into account departure from normality because too many simulation 
studies are based on normal distributed data. A reason for this may be the fact that random generation of 
multivariate data with a fixed covarianee matrix and controllabie deviations from normality is not often 
used (not easy available) nor known. As part ofthe preparation for this simulation study we developed 
SIMCHI, a method that appears to work satisfactory. As seen before an alternative is to use real data 
where missing values are created. We did not use real data because we wanted to include the normality 
factor in the design. Our results are therefore only applicable to data sets where the data are distributed 
normally or with moderate deviations from normality. Perhaps one could assess the limits of the qualities 
of the ML missing data techniques in the presence of excessive non-normality: skewness as weIl as 
kurtosis. 

Tbis Monte Carlo performance analysis compares five missing data techniques. Even if the inclusion of 
the present five techniques was motivated , the inclusion of other or more methods could have been 
interesting. Simple methods, known to be unefficient (mean substitution, etc.) or only working under 
limited conditions (e.g. the principle components method) are uninteresting to re-analyze because of their 
known unefficiency for general application. An interesting future excerdse could be to compare the 
similar response pattem method now available in LISREL with direct ML. This technique was not 
available at the time tbis analysis was designed. An other potential fruitfull appraoch is presented by 
Steinberg D. and Colla P. (1995) and Breiman L. et al. (1984) and implemented in the CART program . 

Next to the factors that are present in tbis perfonnance allalysis, other factors might be included in a 
future excercise. Tbis study uses two models that are correctly specified. In a following step, it might be 
interesting to assess the efficiency of missing data techniques that are applied to models that are not 
correctly specified. Our results obtained with correctly specified models suggest that the direct approach 
used in AMOS is a most promising approach. Extra research efforts are needed to illuminate if the results 
available now still hold for non-correctly specified modeis. Two ML methods used in this study (EM and 
multiple imputation) need redundancy in the variables (covariance), as previously treated. How large must 
the correlations minimally be so that these methods can yield results? One could argue that this question 
is not relevant since people will not model data with SEM in the absence of covarianee between the 
variables. However, it is our beHefthat tllis could be an interesting question in order to obtain a full 
description ofthe characteristics ofthe two methods. 

Another line offuture research is in the domain of systematic missing data where the missing data process 
is non ignorable. The joint information in Arbuckle (1995a, 1995b), Brown (1994) and this report covers 
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the domain ofMCAR and MAR for SEM analyses rather weIL This is in sharp contrast to the limited 
information on tbe treatment of systematic missing data in SEM applications. Examples of interesting 
approaches that could be frnitfull can be found in Heekman (1979) and Muthén and Jöreskog (1983). 

Further research on systematic missing data should be encouraged. Even if such methods require 
information on the exact nature of the missing data process in an analytical form that is difficult to obtain 
(analysis ofprevious research efforts might help), such metbods are needed because one cannot always 
proceed assurning that MAR techniques can do a proper job when it is clear that the missing data 
is not MCAR nor MAR. 
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