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o. 
Three papers, containing ideas of great 

Clans and other investigators in a number of different 

to sti

disciplines 

, demography, ..• ) were presented in the 

In the st , Cox (1912) introduced a proportional hazards model 

ln which the hazard (i.e. the nuisance function) was not given 

any form. Nelder and Wedderburn (1912) a class of 

generalized 

any member of 

presented a 

models and constructed a single 

s class. Last but not least, Coale and 

for fitting 

( 1 

model for the distribution of age at 

Each of these three statistical issues has since been further 

its own right, but over the years it has also been seen that 

linked at s. 

st 

could be 

Cox (1 

related to the 

) was responsible for the partial likelihood method 

hazards model found in his earlier paper. 

Several authors addressed minds to the problem of making 

through the partial method (see Kalbfleisch and Prent (1980) 

or Lawless (1982) for an overview). Other authors suggested alternat 

and simpIer methods to avoid the difficulties associated 

Cox's 1912 ideas. Breslow (1 , 1914) for instance used the notion of 

constant hazards between two succe (non-censored) failure t 

and Holford (1916, 1980) 

This last approach is 

the period of follow-up into 

the present study. 

The method developped by Cox (1912, 1915), and the alternative 

methods proposed by Breslow (1 , 1914) and Holford (1916, 1980), have 

been used by many invest 

Hammerslough (1983) and more 

demography. 

: e.g. Menken et al (1981), Trussell and 

(1984) in the world of 

The availability of computers and the development of special 

computer packages explains a good part of the attractiveness of the 

proportional hazards method. Laird and (1981) and Holford (1980) 

showed that iterative proportional (used in connection 

with log-linear models for contingency tables) can be used here too. 

Baker and Nelder (1918) developped GLIM, a package for fitting 

s. 
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the zed linear models developped by Nelder and Wedderburn (1982). 

log-linear models are fitted through GLIM (Release 3) - as 

models - we to use this are special generalized 

package in the study. Note also that the partial likeli-

hood corresponding to the models in question can be maximized through 

as it was pointed out by Whitehead (1980). 

The Coale-McNeil (1972) model has also been ln constant use 

among demographers. likelihood estimation of the parameters of the 

model is discussed by and Trussell (1 ). Although the model 

was originally intended for the analysis of the stribution of age at 

marrlage, it has also been used in analysis of the age at first 

(Bloom, 1980). The of the Coale-McNeil model has been 

by the computer programme NUPTIAL (Rodriguez and Trussell, 1980). 

The application of the Coale-McNeil model is not considered in this paper, 

but similarities the models presented the present study are 

noted (Section 4). 

Theoret issues related to proportional hazards models 

the presence of risks have been discussed by a number 

of authors (e.g. Cox (1972), Chiang (1968), (1975), Holt (1978), 

Laird and Olivier (1981)). Extended applications are however, at least 

to our knowIedge, rather rare - especially demographic studies. 

The same remark can be made concerning the problem of stratifying the 

proportional hazards model (see Sections 2.3 and 3.3); though some connected 

theoretical s are considered by Holt (1978). 

The present study tries to make some of these advanced statistical 

techniques more readily available to the user. With this end view they 

are presented one big framework. Reference to the mathematical foundations 

of the methods has not been avoided we are convineed that a st rong 

grasp of the formal mathematical in question the 

investigator both to understand what he lS doing and to see what may 

further be 
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1. THE DATA 

In a survey on fertility and family formation in Flanders ( 

organised by the Centrum voor Bevolkings- en Gezinsstudiën (Center for 

Population and Studies), 3101 women were interviewed during the 

period november 1983. These women were born between 1938 

and 1961. Because of certain difficulties not all 3101 women were 

retained for analysis the present paper. Two questionnaires had 

fact been used in the survey : one for ever , and one for never 

married women. Due to an error in the questionnaire for the never 

women, 230 out of a total of 469 never married women had to be excluded 

from analysis. Various consistency checks led to the exclusion of a 

number of additional cases, so that the fin al contained only 2829 

women. 

For each of these women we calculated the age of entry into first 

i.e. either first cohabitation (meaning cohabitation of 

never married women throughout this paper) or first The women 

who, at the time of interview, had never been or had never co-

, are said to be censored. The age at which these women are cen

sored (i.e. their age at interview) forms part of the data. Formally, 

the data can be sunnnarized a set of vectors 

(,.ê:.. ,0. , Z. ) • -'1 1,T 
l l l l-' , ..• ~ 

where 

N is the number of women in the 

z.=( 1""'z.) lS a vector coding m characteristics for woman l, 
l lm 

.e.g. her date of birth, the education level obtained, 

etc. , 

O. lS a status variabIe indicating that women l lS censored ( =0) 
l 

or that her fir:::t union was a (0. = 1) or a cohabi tation (0. =2) , 
l l 

a. lS the age 
-l 

completed years at which woman i entered any of the 

states mentionned above (i.e. 

cohabi tation) . 

, first marriage or 
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Since first un10n occurs mainly af ter exact age 15, women entering 

into first union before age 15 were excluded. The 15th birthday was next 

reset as having a value equal to zero by the translation t.=a.-15. Note that 
-1 -1 

!i thus stands for the duration in completed years between the 15th birthday 

of a woman i and her entry into first union OT the moment when she was 

censored. This duration will be referred to as time in the remainder of 

this text. The data Bet can now be symbolized as follows : 

(t.,0.,Z.). (1.2) 
-1 1 1 1=: 1 , ... N 

This will hereafter be called the set of observed individual data. Note that 

t . =0, 1 ,2 .... 
-1 

If exact ages a. of entry into first un10n or of censor1ng would 
1 

have been recorded, then we could consider the data set 

(t. ,6. ,zo )'-1 1 1 1 1'- , •.. N 
( 1. 3) 

where t. =a. -15 (wi th t. ~ 0). 111 We will refer to (1.3) as the set of (unknown) 

exact individual data. Data set (1.3) is important for the construct ion of the 

models discussed later (see Sections 2 and 3) - the likelihood function (or 

simply the like lihood) for data (1.2) will be deri ved from the likelihood for 

data (1.3). Data set (1.3) makes reference to exact times t. (as opposed to 
1 

time t. measured in completed years). Models in continuous time will first be 
-1 

constructed and they "rill next be transformed into discrete time models 

(through the use of certain assumptions, e.g. that of piecewise constant 

hazards - see Section 2.2). The data referred to in discrete time models take 

the form of the data set (1.2), whereas the data referred to in continuous 

time models take the form of the data set (1.3). 

The characteristics - glv1ng r1se to three categorical variables 

(or covariates) in the present study - are 

- identification of the birth cohort, i. e. covariate COH taking the val ues 

for women born between 1948 and 1962 (48-62) 

2 for women born between 1938 and 194", (38-47) 
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st educational level attained, l.e. covariate EDU taking the values 

for primary education (PRI) 
2 for secondary education (SEC) 
3 for higher education (HIGH) 

affiliation, i.e. REL taking the values 

for Roman Catholics with Mass attendance ( RC RMA) 
2 for Roman Catholics with or no Mass attendance (Re IRMA) 
3 for women who claim no religious affiliation (NRA) 
4 for freethinkers (FREE) 

In the rest of this paper we will in general speak ab out covariates 

keeping in mind that Z. refers to a vector of covariate values 
l 1 

••• z . , lm 
(here m=3) for Woman i. All women with the same characteri s (or covari-

ates) Z will be referred to as to subgroup Z, and the set of 

subgroups Z will be by ~ (thus zEl). Note that time t. 
-l 

refers in fact to the ,t.+1). Since t. measured in com-
-l -l 

pleted years, we can identify the interval [t.,t.+l) for woman l through the 
-l -l 

Z., where Z.=l Z.=2 if t.=l, etc. The index between l l l-l 
1 and an upper value be specified later. 

For each subgroup Z and for each time interval Z we can then calculate 

= the number of women subgroup Z who neither entered 

got censored betore the starting point of the Z-th 

number exposed to at the beginning of the Z-th 

union nor 

(i. e. the 

) , 

d1ZZ = the number of women 

marriage the 

subgroup Z w.ho entered the state of first 

interval, 

d2ZZ = the number of women in subgroup Z who entered the state of first 

cohabi tation the Z-th interval, 

wZZ = the number of women subgroup Z who were censored the Z-th interval. 

The observed individual data set (1.2) can thus be transformed into the 

grouped data set (1.4) 

(1. 4) 
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Table 1.1 reproduces a few lines from our data set, organized as ln (1.4). 

1 1 Organization of grouped data set 

covariates Z 

nZz d Hz lz wZz z1=REL z2=EDU z3=COH 

29 0 0 0 

2 0 0 0 

3 0 0 

4 28 2 0 0 

5 26 11 0 0 

6 15 5 0 

7 9 2 0 0 

8 7 2 0 0 

9 5 4 0 0 

10 0 0 

0 0 0 2 

2 82 0 0 0 2 

3 82 3 0 0 2 

4 79 5 0 0 2 

5 74 5 0 0 2 

6 69 11 0 0 2 

7 58 10 0 0 2 

8 48 21 0 0 2 

9 11~ 0 0 2 

Thus, 29 women with covariates z1=1, z2::;1, z3=1 (i.e. Roman Catholic women 

with regular Mass attendance, whose highest educational level is primary 

educat ,and born between 1948 and 1962) are exposed to risk at the 

starting point of the first interval (Z=1), i.e. at exact age 15. 

No woman in this subgroup either entered the state of first union or was 

censored during the interval (l=1), i.e. between exact ages 15 and 16, 

so that the 29 women were exposed to risk at the beginning of the 

second time interval (Z=2) (i.e. at exact age 16). Note that nZ+ 1 
n Zz -d Hz-d2ZZ - wZz in general. 
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Note further that some women enter the state of first Ulllon or are 

censored at ages beyond exact age 36. These women, however, constitute 

only a small fraction of the total sample. We have not excluded these 

women from analysis, but they are considered as being censored at exact 

age 36, i.e. at the end of the 21th interval. Consequently, the upper 

value L of the index Z defined above is 21. The grouped data (1.4) is 

then said to be time-censared. (1) 

If we were to omit the distinction between first marriage and first 

cohabitation and consider only first unions as such, we could de fine 

dZZ=d1ZZ+d2ZZ = the number of women in subgroup Z experiencing first 

union in the Zth time interval. 

This would lead to the grouped data form 

The corresponding individual data are still of the form (1.2) or (1.3), 

but the status variable O. then takes only the values zero for censored 
l 

women and 1 for women who enter either the state of first marriage or the 

state of first cohabitation. 

For convenlence, we will use the following terminology throughout 

the paper 

In 

ta 

if wo man l enters the state of first marriage (0.=1), it will be said 
l 

that she enters the state of first unian due ta cause 1, 

wo man i enters the state of first cohabitation (0. =2) , it will be l 
said that she enters the state of first unian due ta cause 2. 

gener al , a woman will be said to enter the state of first unian due 

cause j (j=1 ,2). The use of this terminology has various advantages 

(1°)the discussion section 3 substantially simplified; )the termino-

logy used made similar to that used in cause-specific mortality studies; 

and (3°)extension from 2 to J causes (J > 2) is straightforward. 
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2. THE FIRST UNION MODEL 

2.1. Mathematieal formulation and likelihood eonstruetion 
Let T be a eontinuous random variable, representing the time 

(i.e. age since 15th birthday) at whieh a woman enters the state of first 

union. Note that T eannot be observed for eensored women. 

The hazard funetion (or the instantaneous rate) of entering 

the state of first union at time t is, for women with eharaeteristics z, 

defined as 

ll(t;Z) = lim 

"'ti-O 

p(t T < t + "'t I T > t, z) 

"'t 

t > 0 (2. 1) 

This means that for an arbitrarily small interval [t,t+"'t), the quantity 

ll(t;Z)."'t ean be interpreted as the probability that a woman with 

eovariates Z enters the state of first union in the time interval [t,t+"'t), 

given that she has not done so before time t. Note that this is a 

eonditional probability. 

The probability, S(t;z), that a w6man with eovariates Z does not 

enter the state of first union in the time interval [0 ) - i.e. the 

8urvivor funetion for women with eovariates Z - is defined as 

S(t;z)=p(T > t I z). 

It may be shown than that the hazard funetion and the survivor funetion 

for women with eovariates Z are related through the equation (see Appen

dix E1) 

t 
S(t;z )=exp(- f ll( s;z )ds) 

o 

or equivalently 

d 
ll(t;Z)=- dt log S(t;z). 

(2.2a) 

(2.2b) 
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Yet another function useful in the present discussion lS the 

cumulative hazard function, A(t;Z)say. Defining it as 

we have 

A(t;z) 
t 
f jl ( s ; Z ) ds , 
o 

S(t;z) = exp(-A(t;Z)). (2.3) 

The (unconditional) probability that a woman with covariates Z 

enters the state of unlon [ t, t+Llt) approximated by the product 

S(t;z).jl(t;Z)Llt, will be denoted by f(t;Z)Llt, where f(t;z) the 

corresponding probability density function (p.d.f.). Thus 

f(t;z) = S(t;z)jl(t;z). (2.4) 

Note that f(t;z) = d 
dt S(t;z). (Appendix E2). 

The probability that a woman with covariates Z experlences 

unlon in (O,t) is given by anyone of the following relations : 

F(t;Z) = S(t;z) (2.5a) 

t 
= f f(s;Z)ds (2. 

0 

t 
= f S(s;z)jl(s;Z)ds. (2.5c) 

0 

t;z) is called the cumulative distribution function (c.d.f.). Note 

d 
that f(t;z) = dt F(t;Z). 

The ultimate proportion of women with covariates Z who will ever 

experience first union, or the probability that a woman 

ever enters the state of first 

c(z) = F(co;z) = Um F(t;z) 
t-++co 

, lS by 

covariates Z 

(2.6) 
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Clearly, c(Z) can be less than unity for same (or all) subgroups Z. 

If c(Z)=1, un10n said to be universal in subgroup Z. 

Finally, the conditional probability of entering un10n 

the interval [t ), given that first union has not occured before t 

and glven covariates Z, 

t+h 
q(t,h;Z) ::: J 

t 

t+h 
= J 

t 

S(s;Z)}l(s;Z) 
S(t ;Z) ds 

[(s;Z) 
S(t;Z) ds 

= F(t+h;Z)-F(t;z) 
S(t;z) 

= S(t;Z)-S(t+h;Z) 
S(t;z) 

= 1 - exp(-(A(t+h;Z)-A(t;Z))). 

(2.1a) 

(2.1c) 

(2.1d) 

(2.1e) 

The likelihood for the (unknown) exact individual data (1.3) 

can now be constructed. In order to do , note that the contribution 

to this likelihood of a woman i who experiences union (0. =1) at 
1 

t. is [( 
1 

exact ;z.)=S(t.;Z.).}l(t.;Z.), and that the contribution 
111 1 1 

of a woman i who is censored (0.=0) at' exact time t. is '" S(t. ;z.). 
1 1 1.). 1 1 

In general, the contribution of woman i S(t. ;z. )(}l( ;Z.)) 1. Under the 
1 1 1 

assumption that the individual data are independent, and that the mechanisms 

of entering the state of first union and of censoring are independent, 

the likelihood for the (unknown) exact individual data (1.3) is proportional 

to 
n 

t = TI 
i=1 

o. 
S(t.;z.)(}l(t.;z.)) 1 

1 1 1 1 
(2.8) 

with ~ 
. . (2). 

as the set of d1st1nct observed covar1ates Z 

as ln Section 1, obvious reorganization of the factors involved yields 
O. 

1 

t = TI TI 
ZEi is6t( 0 , z ) 

S(t.;z) (]J( 
1 

;Z) ) 



-11-

where lR(t,Z) the set of women i with covariatesZwho are at time t 

exposed to the of entering the state of first union, i.e. 

women with t. ~ t. 
1 

since lS clear from (2.9) that the likelihood (l) a product 

of likelihoods for different subgroups Z, reference to covariates Z may 

be dropped from the notation as long as the discussion does not concern 

them explicitly. The likelihood is then 

l = Ir S( 
it:IR( 0) 

6. 
)(].i(t.)) ~. 

1 
(2.10) 

Since 1S convenient to work with the log-likelihood rather 

than with the likelihood as such, it 

formulae in mind. 

useful to keep the following 

l = L { 6. log ].i ( ) + log S ( t. )} 
.11 
1 

= L{6. log ].i(t.) - A( )} 
.11 
1 

(2.11a) 

(2.11b) 
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2.2. piecewise exponential models 

Consider a set of intervals [ao ,a1),[a 1,a
2

), •••• [ 1,a
L

), with 
(3) 

a =0 and 
o 1 <aZ(Z=1, ... L). Assume that the hazard ~(t) (ignoring 

covariates z) is constant in each interval [a Z_1
,a Z)' say 

(2.12) 

Note that the exponentiation ensures that the hazard is positive (without 

any further contraint on the parameters aZ) as it should beo 

In particular, the hazard is constant over the entire interval 

[ao,aL ), we get the model 

~(t) = 

time is exponentially distributed in [a ~ ) under model (2.13), 
o 

whereas under model (2.12) its distribution only separately exponential 

in each interval [aZ- 1,aZ)' the latter model is called a piecewise 

exponentiaZ model. 

The lengths of the intervals the above partition may vary and 

be different from unity. Clearly reality is better approximated by smaller 

intervals. However, since our unit of measurement has been taken to 

be 1 year (Section 1), the of the intervals we will deal with will 

not be less than 1 : we will continue to use intervals of unit length 

(i.e. ). The mathematical formulation developed for intervals of unit 

length can be adopted for a partition into intervals with different 

lengths, though this 

for our purpose. 

not be treated here as it is not essential 

Under model (2.12), the cumulative hazard function becomes 

(2.14) 

The survivor function can be found from S(t) = exp(-A(t)) uSlng the value 

of A(t) given in (2.14).(4) 
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The conditional probability of entering into first un~on 1n the 

l-th interval, given that first union has not been experienced before 

a l - 1 , is (under model (2.12), using (2.14) and (2.7e)) found to be 

e 

al 
-e 

(2.15) 

Substitution of (2.12) and (2.14) in (2.11b) gives uS the log

likelihood for the piecewise exponential model, which, af ter some rearrange

ment of terms (Holford (1976, 1980); Laird and Oli vier (1981)), can be 

expressed as follows 

L 
log 1: = ~ { dl' al -

l=l 
(2.16) 

where dl the number of women who experience first un10n 1n the l-th 

interval and where El stands for the exact exposure time (person-years lived 

outside the state of first union) in the I-th interval. The log-likelihood 

for the exponential model (2.13) is easily found from (2.16) uS1ng al=a 

log 1: a 
= d.a - E.e , (2.17) 

where d = ~ dl and E = ~ El are respectively the total number of women 

who experience first union in [a ,a_) and the total exposure time in 
o iJ 

If the exact individual data (1.3) were known, the exposure times 

could be calculated exactly. However, since we observe only the indivi-

dual data (1.2), only an appropriate estimation El for can be arrived at. 

We will use 

El = 

with Eil 

the estimation 

~ Eil 
ü~ 

= 1 if t. dal -1 

= 1/2 

= 0 ir t. 
-1 

t. < al 
-1 

(2.18a) 

(2. 18b) 
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where EiZ lS an estimate of the exact exposure time EiZ for woman i ln the 

Z-th (unit~) interval, and where ~Z = ~(a 1)' the set of women who at the 

beginning of the Z-th interval, have not yet experienced first union. The es

timation (2.18b) assumes that all events (i.e. entering into first union 

or censoring) are uniformly distributed over each interval [al~1,aZ)~ an 

assumption which seems to be appropriate for our data on first union 

(Section 1). (5) 

Substitution of (2.18a-b) ln (2.16) glves us the log-likelihood 

log 1:. = 
L aZ 
L {d'r' a-'j - E • e } 

Z=1 v v l 
(2.19) 

which is in fact the log-likelihood for the individual data (1.2) - under 

the above assumption - and clearly also for the grouped data (1.5) ( 

covariates are ignored). 

Reintroducing covariates Z ln the discussion, we have, by (2.9) 

and the comment which follows it 

log 1:. = (2.20) 

which lS the log-likelihood for the data (1.2) or (1.5) under the model 

]J(t;z) (2.21) 

l.e. assuming a piecewise exponential model for each subgroup Z. Note 
1 ') . . that EZz = nZz - 2 ~wZz + d Zz where nzz , wZz and d Zz are deflned ln 

Section 1. 

The solution of the system of maximum ZikeZihood equations 

obtained by e~uating the partial derivatives of log 1:. (2.20) with 

respect to each parameter aZz to zero yields the following estimates for the 

hazards ln (2.21). 

(2.22) 

Thus, under the piecewise exponential model the hazard in the Z-th interval, 

and for subgroup Z, is estimated by the (ohserved) oacurenae-exposure rate 
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2.3 Proportional hazards models 

Model (2.21) does not specify any relation between subgroups. 

In fact, application of (2.21), with estimates as in (2.22), is equivalent 

to the application of standard life table techniques for each subgroup 

separately. The proportional hazards (PH) assumption provides a way of 

modelling the relation between subgroups. 

The simplest form of the PH model lS 

].l(t;z) 

where the parameter Sz depends merely on covariates Zand the parameter al 

depends merely on time. If we suppose 

a referenee subgroup - then the series 

function for this reference subgroup. 

be referred to as the base-Zine hazard 

that Sz = 0 for some Z - Z signifying o 0 
o 

exp(a
Z

) (Z=l, ... L) gives the hazard 

The parameter exp(aZ) will in this case 

(for the Z-th interval); and each 

parameter Sz becomes a measure of the difference between subgroup Zand the 

reference subgroup Z . Alternatively, this difference is measured by the 
o 

reZative risk ].l(t;Z)/l1(t;Zo)· Vnder the PH model (2.23) this relative risk 

is constant over time and equal to exp (Sz), It is said that covariates Z 

act multiplicatively on the hazard. Note also that under the PH model there 

is no interaction between time tand covariates Z, whereas the general model 

(2.21) allows for sueh interactions. 

A model which is less restrietive than the PH model (2.23) but more 

restrietive than the general (piecewise exponential) model (2.21) the so 

called stratified proportionaZ hazards (SPH) model. We now introduce this 

model through an example. 

Consider the eovariates REL, EDU andCOH as defined ln Seetion 1. 

Let zl = REL, z2 = EOU and = COH, so that we have Z = (z1' ,z3) = 
(REL ,EDU ,COH). As in Section we shall, when neeessary, use the expression 

subgroup Z to refer general to any one of the subgroups to whieh the 

sample population partitioned by virtue of all covariates zl' z2 and 

In the present example we have such subgroups : (1,1,1), (1,1 ), (1,2,1), 

(1,2,2), .••.•. (4,3,2). Note for instance that subgroup (1,2,1) is the set 
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of Roman Catholic women with regular Mass attendance, having secondary educa

tion as the highest educational level attained and born between 1948 and 1962. 

Under the PH model (2. ), the time dependence of experiencing first 

unlon ln each subgroup Z is measured by the same series of base-line hazards 

exp (aZ) (Z = 1, .... L). The PH model may however not provide a satisfactory 

fit for the data, and this could perhaps be attributed to the inappropriateness 

of using the same base-line hazards exp (aZ) for all subgroups. Suppose now 

that there is sufficient evidence that a better fit would emerge through the 

use of different base-line hazards for the different layers (or strata) into 

which the total sample population could be partitioned in relation to one or 

more covariates. Such a partition would in the example under considera-

tion if, for instance, eachgroup of women characterized by a specific religious 

affiliation were considered as a stratum. We would then have 4 strata to 

deal vTi th l. e. 

REL = : Roman Catholic women with regular Mass attendance, 

REL = 2 Roman Catholic women with irregular or no Mass attendance, 

REL = 3 women with no religious affiliation, 

REL = 4 : freethinkers. 

We will speak generally about a stratum zl' in the same way that we speak 

about a subgroup z. Note that we can speciry 6 subgroups referenced 

relation to the remaining covariates z2 = EOU and z3 = COH in each of the 

4 strata. For instance, in stratum z1 = REL = 1 we have the subgroups (1,1,1), 

(1,1,2), (1,2,1), (1,2,2), (1,3,1) and (1,3,2). (See Figure C1.) 

Suppose now that the time dependenee of the experlence of first 

unlon ln stratum z 1 is measured by the series of hazards exp (aZ ) ( 1, .. . L) . 
zl 

There are 4 such in the present example, and there is ln general no 

simple relation between them. Suppose further that the hazards for an 

arbitrary subgroup Z in stratum zl could be obtained 

the serles of hazards exp (aZ ) (Z = 1, •..• L) by a 
zl· 

simply by multiplying 

factor exp (Sz), 

The serles of hazards measuring the experience of first Ulllon of a subgroup 

z in stratum zl would then be given by exp (a
Zz1 

+ Sz) (Z=l, ..•. L). 
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In ot her words, within each of the 4 strata zl' we have considered a simple 

PH model. The resulting model valid for all the strata considered is called 

a SPH model. 

In general, the SPH model can be symbolized as follows. 

ll(t;Z) (2.24) 

where Z lS a subgroup in stratum zl' Note that this notation is quite 

general with respect to the stratum Zl : i.e, the stratification may depend 

on more than one covariate say covariates zl' ..•. z , in 
m

l 
define a 1 x ml vector zl as being equal to (zl' ..... z ). 

m
l 

m-ml covariates z 1 , •••• z are used to define a 1 x (m-m) 
ml + m 1 

which case we 

If the remaining 

vector Z2 = 

(z +l' ..•. 'z)~ then the 1 x m vector z = (Zl'Z2) denotes a general subgroup 
m, m 

in stratum zl' since the stratification effected above was done in reference 

to the covariate REL, zl is the 1 x 1 vector (zl) :: (REL), and z2 becomes the 

1 x 2 vector (z2,z3) (EOU,COH). In theapplications given, later (Section 2.5) 

wewill have occaSlon to consider the case where zl is taken as the , x 2 

vector (zl' ) = (REL, EOU). Note that this case there are 2 stratifYing 

variables REL and EDU. 

Consider now a referenae subgroup Zo in each stratum z" and suppose 

that exp (S -) = O. The relative risk exp (S ) would then measure the difference 
Z Z 

between the 0 experiences>of':f:'irst union in subgroup Z = (z"z2) and the 

corresponding refer,ence subgroup zo' Note that Zo lS a 1 x m vector (zl,z20) 

and that the first ml components of Zand Zo are equal. The element z20 of 

vector Z 
o 

merely a vector of m-m, covariates which, with the ml covariates 

of z,~ serves to define the subgroup Zo' (See Figure Cl.) 

The following relations should be noted (Appendix E3). Under the 

PH model (2.23) it can be shown that 

s(t;z) 

A(t;Z) 

Sz 
= (S(t;z »e 

o 

Sz 
= A(t;z ).e 

o 
(2.26) 
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If Z is an arbitrary subgroup a specific stratum and if Z 1S the 
o 

corresponding reference subgroup in the same stratum - i.e. if Z (Z1'Z2) 

and Zo = (Zl,z20) so that the two subgroups are situated in the same 

stratum zl - then formulae (2.25) to (2.27) are also valid under the 

SPH model (2. ). 

Using the SPH model (2.24), the exper1ence of first un10n 1S 

described by a set of of base-line hazards exp (~lz) (l = 1, .... L) -

1.e. one series for each stratum Z1 - and a set of relativJ risks exp (SZ), 

There is in general no simple relationship between the base-line hazards 

exp (~lZ;) of any one stratum Z; (say) and those, exp (~lz'~)' of another 

stratum Z" (say). Thus the two es of base-line hazards can be completely 
1 

different, mean1ng that the time dependence of the experience of first union 

the two strata ean be quite different. Particular cases of the general 

SPH model may be obtained by assuming a specific relation between base-line 

hazards. Jn our case it was ;found useful to assuine UQ) tha,t the entrance 

into first union of women in stratum z; starts b units ahead of that of women 

in stratum z~, and ( ) that onee the proeess has begun in the two strata, the 

eorresponding hazards are proportional. In other words : whereas the general 

SPH model leads to the loss of the assumption of proportional hazards 
---'---------. 

strata, our parametrization of the stratifieation readopt this assumption 

af ter taking into account the different starting points. 

symbolized by the equation 

, 
ll(t;Z ) 

o 
" w 

= ll(t+b;z ).e 
o 

s can be 

(2.28a) 

where z' and Z" are the referenee subgroups in the two strata Z '1 and Z" 
001 

respeetively. If b is an integer (see Section 2.4), then we may rewrite 

(2.28a) as 

= e 
~l+bz" + w 

1 

The following relations ean then be shown to hold (Appendix E4) 

w 
S(t-z') = (S(t+b;z"»e , 0 0 

A(t·Z') = A(t+b·zll).ew 
, 0 ' 0 

w 
q(al_l,1;Z~) = 1 - (1-q(a l _1+b, l;Z~»e . 

(2.28b) 

(2.29 ) 

(2.30) 

(2.31a) 



-19-

The latter equation rnay he wri tten as. 

w 
q l (z ~) =. 1 - (1 - q l+b (z ~)) e (2.310) 

if b lS an integer. 

Equations (2.29) to (2.31), which are all equivalent to equation 

(2.28), are useful for comparison of reference subgroups different 

strata. For comparisons within a particular stratum Z l' one can use formulae 

(2.25) to (2.27). Comparison of an arbitrary suogroup in one stratum with 

an arbitrary subgroup in another stratum is now, in the SPH model with the 

additional assumption (2.38a), also possible through the use of just a few 

parameters. Before explaining this in detail we make the following remark 

concerning the concept of reference subgroups in SPH modeIs. 

It is convenient to define the reference subgroups Z land Z" for 
o 0 

any two strata z; and z1 by the vectors (Z;'Z20) and (Z~'Z20) respectively. 

Note that Z20' a particular 1 x (m-m1) vector, the same here for all strata. 

In our example, we could, for instance, take the reference subgroups (1,1,1), 

(2,1,1), (3,1,1)and (4,1,1). As a matter of fact, equation (2.28a) would 

then serve to compare any two reference subgroups of women with different 

religious affiliation - i.e. women in different strata - but with the same 

level of education attained and belonging to the same birth cohort. The shift 

parameters band the relative risks exp (w) then measure the effect of the 

covariate REL. In general,the shift parameters b andthe relative risks 

exp (w) measure the effect of the stratifying variables zl' .... zm, (adjusted 

for effects of the remaining covariates z 1' ..•. z). m
1
+ m 

From (2.28a) we see that it makes sense to introduce the concept 

of a reference stratum. If z10 is the 1 x m1 vector denoting the reference 

stratum, if Zoo is the reference subgroup in the reference stratum Z10' and 

if Zo lS the reference subgroup in an arbitrary stratum zl' then equation 

(2.28a) may be rewritten as 

p(t;z ) 
o 

w 
z1 = p(t + bz ; Z ).e 

1 00 
(2. 
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where band w , as mentionned ln the previous paragraph, measure 
z1 z1 

the difference between stratum Z1 and the reference stratum z10' (6) 
Further, if Z an arbitrary subgroup in stratum z" then we have 

Sz 
~(t;z) = ~(t;z ).e , 

o 

and the combination of this relation with (2.32) 

Wz +Bz 

~(t;z) = ~(t+bz;z ).e 1 
1 00 

If we define new parameters B~ to be equal to W
z 

+Bz (if z lS a subgroup 
1 

of stratum z,), then we the relation 

BI 
= ~(t+bz;z ).e Z 

1 00 

Strictly speaking the model (2.33) is a SPH model. However, 

apart from the shift, the formula is that for ordinary PH modeIs. This 

implies that the relative exp (B~) can be interpreted as the 

risks in ordinary PH modeIs: i.e. exp (B~) measures the difference 

between subgroup Zand the reference subgroup Z af ter adjusting for the 
00 ( 

in starting points different strata. 7) Note that (2.33) refers 

to one reference subgroup Z The process of entry into first union 
00 

thus completely described by (1°) a base-line hazard ~(t;z ) correspon-
00 

ding to the reference subgroup Z ,(2°) the shift parameters b measurlng 
00 z1 

the difference between starting points in stratum z1 and the reference 

stratum z'o (to which zoo belongs), and (3°) the (adjusted) risks 

exp (B~) which measure the remaining difference between the process ln 

subgroup Z (in stratum z,) and in z 
00 

Consider now two arbitr~y aubgroupa of women ln strata 

but whose characteristics 

same. Such subgroups can 

(z~,z2) and z"= (z;',z2)' 

measured by the covariates z , , . • • • are the 
. m,+ 

in general be denoted by the 1 x m vectors z' = 

Since the SPH model implies a simple PH model 

within each stratum, the difference between subgroup Z' and the corresponding 

reference z~ = (z1,z20) in stratum z; is measured by the relative 
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risk exp (S r) = j.l{t;z')jj.l(t;z'). z 0 
Similarly, the relative risk exp (Sz") = 

j1(t;z")jj1(t;z") measures the difference between subgroup Z" and the correspon
o 

ding reference subgroup Z" 
0 

measures the effect of the 

measures the effect of the 

= (z'~ ,z20) in stratum z'1' 

covariates z m
1
+1'····zm 

same covariates in stratum 

In other words, exp (Sz') 

stratum z;, and exp'(Sz") 

z'~ • In general , estimates 

of exp (Sz') and exp (Sz'') will be fferent, meanlng that the effect of the 

covariates z 1' •... z is different across strata. 
m

1
+ m 

A special SPH model would 

be obtained by assuming that the effect of covariates z 1' .... 
. m1+ 

depend on strata. Formally, exp (Sz') is then equal to exp (Sz"), 

relative risks may then be denoted by exp (Sz ), where z2 is the 1 
2 

does not 

and these 

vector of covariate values zm
1
+1' ..••. zm. 

(2.24) becomes 

In this case, the model formula 

where Z still remains (z1,z2)' It is easy to see that there is then no 

interaction between the stratifying covariates z1' .••. zm
1 

and the remaining 

covariates z +1' .... z. m
1 

m 

Use of the assumption of no interaction between stratifying 

covariates z1' •... z m
1 

and remaining covariates z 1' •.•. z under the 
m1+ m 

SPH model (2.33) implies the relation sr = 
Z 

hence yields the model formula 

ooz +SZ (if Z = (Z1,Z2)) and 
1 2 

(2.34) 

relating an arbitrary subgroup Z = (z1,z2) in stratum z1 to the reference 

subgroup zoo the reference stratum z10' Under this model the process 

of entry into first union can thus be described by (1°) a single base-line 

hazard j.l(t;z ), (2°) shift parameters bz measuring the difference between 
00 1 

starting points across strata, (3°) relative risks exp (ooz ) measuring the 
1 

remalnlng difference between strata, and (4°) relative risks exp (Sz) 
2 

measuring the difference between subgroups within each stratum. 
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Note that under the models (2.33) or (2.34) the ;formula relating 

survivor f'unctions, cumulative hazard f'unctiQns. Or conditional probabili ties 

can be easily derived frQm f'ormulae (2.29) to (2.31) by replacing Z' Z" 
0' 0' 

h and w by"'Z) Z hz and Sz' respectively. 
00 ' 1 

Replacing the parameters alz ln (2.20) by al+Sz yields the log

likelihood f'or the PH model (2.23) 

log 1: = 
L ~ al+Sz 

~ ~ {dl .(a7 +S ) - Elz·e }. 
ZE~ Z=1 z [" z 

(2.35) 

Similarly, if' we replace alz ln (2.20) by a
Zz1

+ Sz' then we get the log

likelihood f'or the SPH model (2.24) : 

(2.36) 

Estimates of' the parameters are f'ound by solving the system of' 

maxlmum likelihood equations, which are obtained by equating the partial 

derivatives of' log 1: with respect to each parameter to zero. In general, 

the maximum likelihood equations must be solved by iteration, and a closed 

f'orm expression (such as (2.22)) f'or the parameters does not exist. (Some 

details are given in Appendix E5.) 

Vnder the special SPH model (2.33) the log-likelihood lS 

log 1: = 

where it is assumed aga1n that the hazards are piecewise constant (over 

intervals of' unit length) and that the parameters hz are integers. We 
1 

cannot obtain a system of' maximum likelihood equations in the parameters 

S~, hz and al simultaneously. Rowever, it is possible to estimate the 
1 

parameters al and B~(simultaneQ;)u:31y)if' the parameters h are f'ixed. 
. . z1 

The construction of' the appropriate system of' maximum likelihood equations 
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lS tedious.. However, the solution of the problem is qui te simple if we use 

the that the time range for stratum Z 1 should be translated over b Z 
1 

s relative to the time range the reference stratum. After such 

translations, the reduced problem is equivalent to the problem of estimating 

aZ and Sz under the PH model; i.e. maximization of log! in (2.35). 

A method for maximization of the log-likelihoods (2.35) and (2.36) 

will be discussed in the following section. 



-24-

2.4 Estimation through GLIM 

It will oe ShOWll in this section that the (log-) likelihoods 

considered previously can oe maximized through a method developped for a 

class of generalized linear modeZs (GLM) oy Nelder and Wedderourn (1972). 

The scussion which follows is GLIM3 oriented, since this computer 

package is extensively used in the applications. (8) 

To oegin with, note that the log-likelihoods (2.35), (2.36) and 

(2.37) are special cases of the log-likelihood (2.20), out that maximum 

likelihood estimation of the shift parameters in (2.37) not possiole. 

For a general discussion of the methods involved, we will therefore 

concentrate on the estimation of the parameters aZz in the log-likelihood (2.20). 

A GL~ suitaole for use with GLIM3 is defined oy specifying the 

following three model components (Baker and Nelder, 1978) 

(1°) à set of dependent variables, which are statistically independent 

and whose distrioutions oelong to the exponential family (The dis

trioution of the dependent variables is called the error structure); 

(2°) a set of independent variables and the way in which they are related 

to each ot her in producing their effects on the dependent variaoles 

(This expressed in the Zinear predictor alinear comoination of 

the independent variables. Note that any categorical variaoles 

(covariates) in use and interactions oetween them should oe transformed 

into dummy variabZes in order to allow a linear combination.); 

(3°) the manner in which the independent variables act on the dependent 

variaoles (The function relating the linear predictor to the 

dependent variables is called the Zink). 

It lS now necessary to define a GLM i.e. through specification 

of the three components scussed aoove - which would .lead to the same 

parameter estimates as those ootained through the maximization of log! 

(2.20). The required GLM is defined as follows : 

(1°) the dependent variables with realisations d
ZZ 

(ZE ;Z=l, ... L) -

are assumed to oe statistically independent and Poisson distributed 

with means M1 , say (The C01IDts- El . are tllen said to have the 
&Z Zz 

Poisson error structure); 
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(2°) the covariates (i.e. categorical variables) taken into 

levels Z=1, ... L and other C0illlt eons of a time covariate -

covariates denoted by the vector Z the corresponding 

predictor 

(3°) the link between the linear predictor a
Zz 

and the mean M
lz 

of the 

dependent d ZZ is presumed to be given by 

(2.38) 

where the corresponding (approximate) exposure 

d lz -Mlz I 

Since the relevant Poisson probabilities take the form Mlz·e /dlz " 

the likelihood for the GLM defined above be proportional to 

dlz 
-M 

L II II 
lz (2.39) = Mlz .e 

Z l 

Substitution of (2.38) ln (2.39) 

",dlz dZz·alz 
alz 

.e 
L = II II .e .e (2.40) 

l z 
Z 

Taking we get 

'" '" a ZZ 
log L = ~ ~ (dl .log EZ + .a

Zz 
- Elz·e ). (2.41) 

Z l z z 

Maximization of log L in (2.20) and log L ln (2.41) lS equivalent, 

the hand sides of the two equations ln differ only by a 

constant term (i.e. ~ ~ d
Z 

. 
z l z 

) . 

Aremark concernlng equation (2.38) order at this point. 

This shows that the 

to the covariates Z (i.e. the 

function relates the means ~z not 

covariate) and Z, but also to the 

exposure times Elz' It follows that log EZz takes on the nature of a 

independent It would moreover have a coefficient 

to unity if it were used as a regressor in a regression model. 
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In the language of GLIM this would mean that if log EZz + a Zz lS the 

predictor, part of it needs to be fixed. A fixed term forming 

part of the linear predictor lS referred to in GLIM as an offset. 

The $OFFSET-statement effects fixation. 

Holford (1980) shows that the likelihood (2.40) may be derived 

ln other ways can for instanee be assumed that the individual exposure 

times in each interval are exponentially distributed, or it can be assumed 

that the vectors (dZz)ZE~have a multinomial distribution. (Laird and Olivier 

(1981) on the other hand say that the dZ have a Poisson distribution, 
. . "-'. "-' aZz z 

condltlonalon , wlth mean EZz.e .) It follows then that the maximum 

likelihood estimates of the parameters aZz can be obtained using either 

techniques for log-linear models (in relation to rates)(9) or techniques 

for multinomial frequencies. Commonly used algorithms are often based 

either on iterative proportional (IPF) or on Newton-Raphson methods. 

It has been shown above that the models presented previous sections are 

equivalent to a particular GLM. Thus, the GLIM3 computer package can now 

be used. Note that the algorithms in question employ iterative weighted 

Zeast squares, derived from the more general Newton-Raphson algorithm 

(Nelder and 1tledderburn, 1972). 

since the covariate Z in the above GLM a categorical 

variabIe, the length of the intervals need not necessarily be unity. In 

the latter eventuality, the (approximate) exposure times EZz should then 

be recalculated : l.e. multiply the individual exposure 

by the intervallength aZ-aZ_
1

' 

in (2. 18b) 

Having shown that the general plec exponential model (2.21) 

with log-likelihood (2.20) can be fitted to the data by using the GLIM3 

package, it is now necessary to construct appropriate GLIM3 programmes 

which would 

model (2. 21 ) 

e the PH and SPH models - special cases of the general 

described Section 2.3. These GLIM3 programmes consist 

of three maln parts : (1°) definition of appropriate vectors containing 

the data and/or other quantities used ln the rest of the programme; 

construction of the model and its corresponding fitting device; 

(3°) further computations to get the results desired from the fit an 

appropriate form, and the of these results. We shall discuss these 

three parts in the following paragraphs. The discussion is based on the 

GLIM3-programme shown in Appendix Bl. 
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The first part of the programme ln Appendix Bl - called the 

data definition part hereafter - consists of the first seven lines. 

The $UNITS-statement defines the length of the vectors (ta be defined 

later). In our case - and it lS sa in general - the number of units 

is e~ual to the length of the data file. The vectors which will contain 

the data are then defined ($DATA-statement) and the data are read in subse

~uently ($DINPUT-statement). The following vectors will be used in the 

present text. 

BT = the lower b0undary of an age interval (i. e. BT takes the values 

15, 16, .... 35); 

N = the number of wamen at risk at age BT (i.e. at the beginning of 

the age interval [BT,BT+l)); 

Dl = the number of wamen who enter first marrlage ln age interval 

[ BT ,BT+ 1) ; 

D2 = the number of wamen who enter into first cohabitation ln age 

interval [BT,BT+l); 

w = the number of wamen withdrawn (or censored) ln age interval 

[BT ,BT+l ) ; 

REL = the religious category to which the wamen ln ~uestion belang; 

EDU = their education category; 

COH = the birth-cohort to which they belang. 

The age variabIe BT lS transformed into the time variabIe T. In fact T 

stands then for the numbering Z of the age intervals [ aZ- 1 ,aZ) . Since 

all the covariates REL, EDU and COH are categorieal, and since the time 

variabIe T as defined above is also categorieal, the number of categories 

of each of these covariates (called factors in GLIM3) has to be defined 

through the $FACTOR-statement. The models described in Section 2 do not 

deal separately with the numbers of first marriage (Dl) and first cohabitation 

(D2), but only with their sum, l.e. the number of first unlons as such. 

These are stored in vector D. Finally, the log-exposure times are calculated 

and sta red in vector LE. 

It should be noted that vectors which will not be used af ter the 

data definition part may be deleted. In our example we deleted Dl and D2; 

we could also have deleted N, Wand BT. 
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In the model definition/fit part of the GLIM3 programme, we 

fy the depen<ient· ($XVAR-statement ), the error struct ure 

C$ERROR-stat ement ) and the offset ($OFFSET-statement). The linear predictor 

and the model lS through the Note that 

the link function is defined ln the $ERROR-statement - the log 

funetion being the default setting for the Poisson error strueture 

(Baker and Nelder, 1978). 

In models used for the analysis of first 

always be the dependent , the error strueture 

as sueh, D will 

always be 

Poisson and the offset always be the log-exposure time LE. Henee, 

the $YVAR-,,$ERROR- and the $OFFSET-statement may not be modified. 

Thus, only the $FIT-statement calls for modifieation so as to suite the 

model to be fitted. In other words, the GLIM3 expres defining the 

linear predictor alz has to be ln line with the model to be fitted. 

Details about the eonstruetion of the linear will be given later. 

Whereas the data definition part and the model definition/fit 

part of a GLIM3 programme are strongly dependent on the format of the data 

and the nature of the model to be fitted, the part is not bound 

by any of these 

can thus compute and 

instance, compute 

hazards, survival 

In most of our 

and consequently very 

splay any quantity of 

test statistics , 

: the investigator 

One could, for 

risks, (base-line) 

, standard errors of relative risks, etc. 

we opted for the calculation and/or display 

of the following results the terms in the predietor (L option ln 

the $DISPLAY-statement), the estimated values of the linear parameters 

and their standard errors (A option in the $DISPLAY-statement), and two 

test statistics 

These test stati 

the corresponding number of degrees of freedom. 

s are defined and discussed in Appendix E7. Note that 

the log-likelihood statistic for the saturated model - i.e. the observed 

-2.log ! value computed already between the data definition and 

the model fit part. 

In programmes (or we inserted the computation 

of base-line hazards and relative risks, together with their (co) 

All example is diseussed in Appendix 
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Attention should be focussed finally on the specification of 

the linear predictor alz in the programmes. Note that at least 

one term in the predictor on the time variable T. 
This implies that we are always with the of a piecewise 

exponential model. The exponential model (i.e. constant hazard in the 

entire interval [ao,aL)) would be fitted if the ~redictor did not 

include the factor T (cfr. Section 2.2). If T the only term in the 

linear predictor (i.e. if covariates REL, EOU and COH are not taken 

account), the model will be referred to as the null model. The $FIT-

statement for the null model 

the GLIM3 expres sion for the 

noted that (2.33) can be 

Jl(t;z) = a + l 

thus simply $FIT T. In order to obtain 

predictor PH models, it should be 

as 

which shows that there is a term depending on the time covariate and 

a term only on the other covariates. PH models are therefore 

obtained through a $FIT-statement of the form 

$FIT T + Z 

where Z stand for terms on covariates REL, EOU and/or COH. 
For the least PH model lS fitted through T 
+ REL*EOUfCOH, i.e. all effects and effects of the 

REL, EDU and COH on the relati ve 

(Details about the f notation can be found 

Section 13). If the relat risks Ï'lOuld 

are takeB into account. 

Baker and Nelder, 1978, 

depend on REL, then the 

appropriate statement would be $FIT T + REL. If the relative risks depend 

on REL and EOU, but not on COH, then the appropriate statement would be 

lS 

$FIT T + REL + EOU or $FIT T + RELfEOU. 

The GIJH'13 

obtained by 

log Jl(t;z) = alz 
1 

for the 

ing (2.24) as 

+ B z 

predictor ln SPH models 

Hence, one term includes both the time covariate T and some covariates 

corresponding to the stratifying covariate vector z1' and the other term 
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includes possibly all cQvariates REL, EDU and COH. The general form of 

the $FIT-statement for SPH models can thus be wri tten as : 

$FIT TlZ1 + Z 

where Z is as before and Zl stands for the stratifYing covariates. 

For instance, in the case of a stratification according to religious 

affiliation, the $FIT-statement is $FIT RELlT + REL*EDU*COH if within-stratum 

relative risks depend on the stratum, or $FIT REL*T + EDUlCOH if within

stratum relative risks do not depend on the stratum. 

The $FIT-statement for parametrized models of the type (2. 

lS formally that for ordinary PH modeIs. However, as we noted in Section 2.3, 

the shift parameters cannot be estimated through maximum likelihood methods. 

Therefore, the (possible) shifts should be taken into account a priori by 

applying the correct trans format i on of the time variabIe T. Au example lS 

found in Appendix B2 the shift is 2 years for HIGH-educated women 

relative to other ones; the time variabIe T is adjusted for the fts 
. . . (10). . 

the data deflnltlon part of the programme. The appllcatlon of more 

complex shifts is shown Appendix B3. 

So far we have discussed how the models presented in Sections 

2.2-3 can be fitted by using the GLIM3 computer package. In pract e, 

of course, the investigator will always have to 

(closely related) problems 

(1°) Which model fits best? 

an eye on the following 

Is the proportional hazards assumption (with respect to one or 

more covariates) appropriate? 

(3°) How should the shift parameters be found? 

All these problems have to do with the selection of a parsimoneous model, 

i.e. a model that s the data adeguately and, at the same time, allows 

for (relatively) easy interpretation of its parameters. To face up to 

all these problems, we suggest the following rough strategy 

(a) compare PH models mutually and SPH models to detect the 

covariates which do not act multiplicatively on the hazard; 

(b) select the lIbest" (general) SPH model; 
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(c) corresponding to the "best" SPH model ~ flnd the most appropriate 

set of shift parameters, 

In steps (a) and (b) ~ use should be made of the idea of nested models 

(e.g. Baker and Nelder, 1978) and the fact that they ean easily be 

eompared through the use of differences. between their respecti ve scaled 

devianees ~and corresponding numbers of degrees of freedom). (See Appendix 

E7 for details.) In step (c), several sets of shift parameters should be 

compared to see which one gives the best fit. This a trial and error 

procedure. An appropriate initial set~ however~ may for instanee be 

obtained by careful examination of graphs of the cumulative distribution 

(or survi vor) function·· as. estimated by the best SPH model found in step (b). 

The initial set of shift parameters may then be improved step by step. 

The final parametrized SPH model should give estimated cumulative distribution 

functions (or hazard functions) which are close to the estimates obtained 

by fitting the (general) SPH model found in step (b). 
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2.5 Numerical application 

This section (1°) deals with the select ion of a parsimoneous 

model for the analysis of entry into first union, and (2°) contains a 

discussion of the results computed under this model. 

A start was made by fitting the ordinary PH model T + REL + EDU 

+ COH. The corresponding GLIM3-programme, together with some results, 

can be found Appendix Bl. Note that the formula for PH model can 

be written as 

B + S + 
z, z2 

u(t;z) = V(t;z ).e 
o 

Note also that the covariates REL (zl)' EOU ( ) and COH ( ) do not interact 

their effects on the hazard. The goodness-of-fit statistics were found 
~2 ~2 

to be XL = 659.93 and Xp = 693.42 with v = 375 degrees of freedom. The 

corresponding p-values are about zero, indicating a significant lack of 

Hence the need to improve the simple PH model used. 

As a step in this direct ion one could add interactions 

between covariates to the PH model T + REL + EOU + COH. A number 

of such PH models - i.e. flbetween" the null model Tand the least restrictive 

PH model T + REL*EDU*COH - could possibly be ed with an accompany1ng 

analysis of deviance in each case (Appendix E7) aimed at finding the best 

among them. It may however be argued that none of the PH models was able 

to provide a good fit. This can be seen for instanee by comparing the 

observed c.d.f. F(t;Z) and the c.d.f. F(t;Z) as estimated from the PH model 

T + REL + EOU + eOH. These c.d.f.'s are shown Figure C2. Clearly the 

fit is inadequate the case of the HIGH-education subgroups. The fact 

that the c.d.f. is overestimated at lower ages, and underestimated at 

higher ages indicates that none of the PH models would arrive at providing 

an adequate fit. 

An alternative method of improving the is therefore indicated; 

and this lS attempted via the use of a SPH model, i.e. by including 

interactions between time and covariat~s in the above PH model. Following 

the reasons given the previous paragraph it is seen that the most obvious 

is that related to the covariate EDU. ~he goodness-

of-fit statistics for the SPH models EDU*{T + REL + eOH) and EDU*T + REL + eOH 
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are shown in Table A1. The scaled deviance which measures the difference 

between the SPH model EOU~T + REL + COH and the PH model T + REL + EOU + COH 
284. with 40 degrees of freedom. This indicates a (highly) significant 

improvement. However, the scaled deviance between the SPH .models EOUi(T + 

REL + COH) and EOU~T + REL + COH 11.27 with 8 degrees of freedom, 

showing that the difference between these models is not significant (at 

the 10% level). 

Each of these SPH models carr1es three strata (since EOU has 
~ 

three categories). The graphs of the estimated c.d.f.'s F(t;Z) under the 

PH model T + REL + EOU + COH (Figure C2) however indicate that it would 

perhaps be sufficient to consider only two strata. A new stratifying co

variate STR was therefore defined as follows : 

STR = 
2 

if EOU = or 2 

EDU = 3 

Note that the st stratum is formed of PRI and SEC - educated women, 

while the second stratum contains the HIGH - educated women. Two new 

stratified models were then fitted STRi(T + REL + EOU + COH) and the 

more restrictive STRiT + REL + EOU + COH. Their respective goodness-of-fit 

statistics are shown in Table A1. The scaled deviance measuring the 

ference between these two SPH models is 5.32 with 4 degrees of freedom, 

showing that the more restrictive SPH model STRiT + REL + EOU + COH is not 

ficantly worse (at the 25% level) than the SPH model STRi(T + REL + 

EDU + COH). The stratification related to the covariate EOU (3 strata) and 

that corresponding to the covariate STR (2 strata) ean then be compared 

the sealed devianee measuring the difference between the SPH models 

EDUiT + REL + COH and STRiT + REL + EOU + COH 51.97 with 20 of 

freedom. This is highly significant (even at the 1% level), indicat 

that the model with 3 education strata should be preference. 

However, there 1S a significant lack of fit, even under the preferred model 

EOUiT + REL + COH, the p-values .0647 and .0096 (corresponding to the 

statistics and ~2 respectively) being still too low. 
P 

This lack of fit, which may be due to either the absence of 

interactions between the covariates EOU, REL and COH or the absence of 
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stratifying eovariates other than EDU (or eventually STR), seems to indieate 

that a more detailed form of stratifieation is required. (For instanee, 

the SPH model REL*EDU*T + COH might be tried.) The number of time parameters 

(a Zz ) would however inerease fast and this ln turn would lessen ease of 

intelpretation. A prudent way out of these diffieulties eonsisted of para

metrizing6 the SPH models - a proeess whieh was outlined in Seetion 2.3. 

On the basis of the above discus sion and glven the estimates under 

the PH model T + REL + EDU + COH as shown in Figure C2, it was deeided 

to parametrize the SPH model STR*T + REL + EDU + COH. Figure C2 shows 

that HIGH-edueated women (STR=2) tend to postpone entry into first Ulllon by 

about 2 years. Shifts of 1, 2 and 3 years were experimented with, and 

the eorresponding models are denoted TI + REL + EDU + COH, Til + REL + EDU + COH 
and TIII + REL + EDU + COH respeetively ln the rest of the text. (The GLIM3-

programme for fitting model Til + REL + EDU + COH and the results are shown 

ln Appendix B2.) The eorresponding goodness-of-fit statistics are shown 

in Table Al. It ean be seen that the 2-years-shift gives the most satis-

faetory results. 
( 11 ) 

It will now be shown that, gl ven the parametrization Til, the 

log-additive model T" + REL + EDU + COH for the hazards is not signifieantly 

worse than any other model whieh ineorporates interactions between the 

eovariates REL, EDU and COH. In order to do this, all models of the type 

Til + [terms depending on eovariates REL, EDU and/or COH] were fitted. 

The eorresponding estimated statistics ~~ and ~~ with their degrees of 

freedom vare listed in Table A2. Any of these models nested in the model 

Til + REL + EDU + COH ean be eompared with it by using the sealed devianee 
~2 ~2. ~2 . 
XL - XL A and the eorrespondlng degrees of freedom v - v A (where XL A lS , , 
the sealed devianee for the model T" + REL + EDU + COH, with vA degrees 

of freedom). Similar eomparisons ean also be made between the model 

Til + REL + EDU + COH and any model in whieh it is nested. The figures ln 

the last two columns of Table A2 indieate that the maln effects of the 

eovariates REL, EDU and COH are all important, but that interactions ean be 

ignored. A more detailed analysis of devianee is represented in Table A3. 

In sum, this analysis of devianee table shows that, given the parametrization 

Til, the model Til + REL + EDU + COH is that whieh is most satisfaetory. 
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The c.d.f.'s F(t;Z), est under the model Til + REL + EOU + COH, 

are shown ln C2. Comparison with the PH model T + REL + EOU + COH 

shows a clear improvement of fit for HIGH-education subgroups, although the 

fits corresponding to some other subgroups suffer somewhat in this process 

(the worst affected being the two RC RMA - SEC subgroups). Examination 

of the observed and estimated schedules in these subgroups indicates that 

here too women tend to postpone into first union. A shift of 1 year 

seemed best ed to this case. Further, when the c.d.f.'s for RC RMA 

subgroups were compared with those for other , it was seen that 

women with Mass attendance tend to po all Roman 

entry into st union by about year. The 2-years-shift for HIGH-educated 

women to PRI- and SEC-educated women) and the 1-year-shift for 

RC RMA women (relative to other women) were consequently combined : the 

result is schematically ed in Figure (panel b). Note that there 

are in fact four strata, and that the shift for one stratum to 

another 1, or 2, or 3 years. The Tt used hereafter will 

refer to particular parametrized stratification. 

It can be shown that model Tt + REL + EOU + COH is the most 
l satisfactory of all models of the type T + [terms depending on covariates 

REL, EOU and/or COH]. In order to show that the fit obtained case 

of the model Tl + REL + EOU + COH is better than that corresponding to the 

model 1" + REL + EOU + COH, the estimated c. d. f. 's F( t;z) were 

Figure C2. 

ln 

No attempt was made to improve the model Tl + REL + EDU + COH 

by further stratification (or parametrization) in spite of the lack of fit 

ln some subgroups. This attitude was 

(1°) the deficiency of the data used (as 

for the following reasons : 

ln Section 1) did not 

warrant further expendition of effort; (2°) the possibility that inclusion 

of other covariates and/or redefinition of the covariates used might be 

more important had to be faced; and (3°) the fact that the text lS 

primarily intended as an introduction to a certain type of methodology. 

section will therefore close with the presentation of some useful 

results, obtained under the model Tl + REL + EOU + COH. 
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~ 

The shift parameters hz and the estimated relative exp (a~) 

for the shifts - are shown Table A4. The interpretation of 

these parameters is discussed in 2.3. Such a table 

useful when models of the type (2. are fitted. The model 

here however - i.e. T* + REL + EOU + eOH - has the property that the effect 

of any particular covariate on the hazard is not altered by the 

level (or category) of the other (s) : i.e. the REL~ 

EOU and eOH do not interact effects on the hazards. The effect 

of any particular covariate can therefore be represented as Table A5. 

stabIe shows that 

(1°) the effect of REL sts mainly in bringing about a ft in 

the process. Re RMA wamen are seen merely to po entry 

into first union by about 1 year : for the rest the (adjusted) 

instantaneous (i.e. the hazard) of entering union is 

almast the same across the four categories of REL; 

(2°) the main effect of eOH to cause a spread of the process : 

younger women do not tend to postpone entry st union, 

but the risk of entering is much higher 

for them than for older women; 

(3°) the effect of EOU twofold: HIGH-educated women tend to postpone 

entry into union by about 2 years, and the instantaneous risk 

of entering union goes down if the level of education increases. 

Table does not glve a complete 

three covariates on the process of entry into 

proportions c(z) an important role in 

the only measures for the (ultimate) level of 

of the effects of the 

union : the ultimate 

since they are 

into first union. 
~ 

Estimates can be found in Table A6 : l.e. the quantities F(a
21

;z) or the 

proportion of women with covariates Z who have entered first union by the 

age of 36 years. However, because of the 

in Section 1~ these estimates are not very 

in the data 
12) 

, estimates of the age Me(z) (resp. P10(z)) at 50% 

(resp. 10%) of women with covariates Z who ever experlence 

have already this event, were computed and are shown ln Table AT. 

The effect of any particular covariate, as seen through the use of the shift 
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and relative risks, can be found ln this table too. For e, 

REL has an effect on both P10 and Me : i.e. the whole process is 

by about 1 year for RC RMA women. The effect of COH on P10 lS 

small, but its effect on Me is seen to be more important. The same lS true 

for covariate EDU if we considered only the two lower categories of this 

e, but both P10 and Me increase by more than 2 years for 

HIGH-educated women. 
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3. COMPETIN G THE FIRST MARRIAGE/FIRST COHABITATION MODEL 

3.1. Mathemat 

Let T be a continuous random variabIe, represent 

the time (i.e. age since 15th birthday) at which a woman enters 

the state of marrll3l,ge or the state of 

first on which state she enters first - i.e. T 

s the at which a woman enters the state of first union as ln 

Section 2.1. Let C be a 

state of union she enters 

(C = 1) or the state of 

screte random variabIe representing the 

, i.e. either the state of first marriage 

cohabitation (C = 2). For censored women, 

both Tand C cannot be observed. \<lith the definitions of Section 1, and 

omitting sub 1 for woman 1, we have T = t and C = 6 for a woman who 

experiences (6 = 1 or 2) at time t, whereas we only know that 

T > t for a woman who is censored (6 = 0) at time t. 

The cause-specific hazard functions(13) ~.(t;z), for women with 
J 

characteristics Z, are as 

pet T t+Llt, t,Z) 
~.(t;Z) = 

J 
lim -----------------------------

Llt-l--O Llt 

The quantity ~.(t;Z).Llt, with 
J 

the probability that a woman with 

first union due to cause j in the 

small Llt, lS then interpreted as 

s Z enters the state of 

[t,t+Llt), given that she 

t. A model which takes count has not experienced first union before 

of the simultaneous presence of many 11 of the type under consideration 

lS in general referred to as a competing risks model. 

A distinction should be drawn between the 

the state of first union due to cause j in [t,t+Llt) 

unlon was not experienced before time t) 

[t,t+Llt), and the probability of entering 

of 

cause j in [t,t+Llt) (given that first union was not 
.. . . [ ) (14) h th t th lf all rlsks are operatlve ln t,t+Llt . Note owever a ese 

are assumed (following Makeham and subsequent 

to be equal l.e. equal to jl.(t;Z)Llt; see Gail (1975).(1 
J 

It 18 

through this assumption that an estimation of the pure di 

at which either entry into first marriage or entry into 

to 

ice) 

of the 

occurs, becomes possible. In other words, an e8timate of what 

t) 
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to women if they were eXPQsed to one of the risks is made 

With the data (Section 1)~ this assumption cannot 

be , though its is not pos 

If reference is made globally to 

not to s constituti ve !!~ then we have 

hazard function defined as formula (2. 1) • 

~(t;z).~t retains the was given in 

now called the totaZ hazard function (or the 

as in Pollard, 1973). If we assume that entry 

(Gail~ 1975). 

into first union and 

to deal with a 

In that case the quantity 

2, but ~(t;z) is 

force of decrement 

first union due to 

several causes simultaneously lS impossible - i.e. that the probability of 

entering marriage and first cohabitation at the same 

lS zero than~ for an arbitrarily small interval [t,t+~t), 

~(t;z).~t = ~l(t;z).~t + ~2(t;z).~t, 

whence 

~ ( t ;z) = :E ~. (t ;z ) . 
. J . 
J 

(3.2) 

Note that the latter formula lS for any number of causes J (;:;. 1). 

last assumption valid in the present study which 

deals with the into first Ulllon due to one of the two causes marriage 

and cohabitation. In cause-spec mortality studies, however, the probabi-

lity of dying from two or more causes simultaneously is not always zero. 

For instanee, one may die from a car accident, because of a heart attack 

caused by the car accident. Problems sing fr om such situations are 

overcome by each simultaneous occurence of two or more causes 

as a new cause (e.g. Gail, 1975). Thus, formula (3.2) quite general. 

When the discussion focusses on entry into first unlon as such 

and not on the causes of entry, the tot al survlvor function S(t;z), the 

total cumulative hazard function A(t;Z), the total p.d.f. f(t;z), the total 

c.d.f. F(t;Z), the total ultimate proportion c(z) and the total conditional 

probability q(t,h;Z) - just as explained above ln the case of the total 

hazard function ~(t;z) - have the same 

formulae (2.2) to (2.7) continue to be 

as in Section 2. Clearly, 
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Bes.ides the cause-specific hazard lJ.(t;z) as 
J 

ln (3.1) we also have need of the cause-specific survivor function 

and the cause-specific p.d.f. fj(t;Z), respectivelyas 

S.(t;z) = P(T ~ t, c=jlz) 
J 

(t;z) 

and f·(t;z) = ~~
J 

(3.4) 
dt 

Thus, S.(t;z) is the that a woman covariates Z does not 
J 

enter into first union before time tand enters first union due to 

cause J af ter t in the presence of other causes. For arbitrarily small 

t\t, the quantity f.(t;z).t\t is interpreted as the probability that a 
J 

woman with covariates Z enters into first union due to cause j in the 

[ t ,t+t\t) : i. e . (t;z).t\t is approximately p(t <T <t + t\t,c=jlz). 

s probability can also be written as the product S(t;z).lJ.(t;z)t\t of the 
J 

probability S( t;z) to 11 all causes of entry first union till 

[t 

tand the probability lJ.(t;z)t\t to enter into 
J 

) . It follows then that 

f· ( t ;z) = S ( t ;z ) 11 • ( t;z ) . 
J J 

From (3.2) it follows immediately that 

f( t;z) = L f.(t;z). 
. J 
J 

If we denote the that a woman with 

unlon in the 

s Z 

enters unlon due to cause J in the interval [O,t) by Q.(t;z), 
J 

then 
t 

Q . (t ;z) = f f. ( s;z ) ds 
J 0 J 

and, by egration of (3.6) over [0 ), we get 

t;z) = L Q. (t;z). 
. J 
J 

(3.8) 

Following (1968) anà Gail (1975), we call Q.(t;z) the crude 
J 

bilityof into first union due to cause j in [O,t). The ectif 

crude refers to the presence of all sks. (16; 
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Now let c.(z) stand for the crude prQbability that a woman with 
J 

covariates Z ever enters into union due to cause j : i.e. 

c .(z) "" p(C""j Iz) ;::; S.(O;z). 
J J 

Then (Appendix E8) 

c(z) = ~ c. (z) 
J j 

and we have then subsequently 

S(t;z) = - p(t;z) 

::::: 1 - C\z) + ~ c. (z) 

J 
J 

- ~ Q.(t;z) 
J 

J 

::::: 1 - c(z) + ~ (c.(z) - Q.(t;z). 
. J J 
J 

Since (Appendix 

S.(t;z) ::::: C. (z) - Q.(t;z) 
J J J 

we have the 

S(t;z) = 1 - c(z) + ~ S.(t;z). 
j J 

(3.10) 

(3.12) 

If c(z) = 1 (i.e. if the event of entering into um.on lS universal 

for wamen with covariates z; see Section 2.1), then equation (3.12) 

becomes 

S( t;z ) ~S.(t;z) 
. J 
J 

which lS similar to (3.2) and (3.6). It should be noted that 

c. (z) = 
J 

co 

f 
o 

whence, using (3.11), 

S.(oo;z) = O. 
J 

f.(t;z) dt = Q.(oo;z), 
J J 

Since the process corresponding to a cause j is not nee 

the last result that the eause-specifie survivor 

universal, 

S. (t;z ) 
J 



-42-

lS only analogieally true to its name. It eannot be interpreted univoeally 

as the survivor funetion eQrresponding to eause j. 

The erude probability Q.(t;z) as defined in (3.7) is an uneondi
J 

tional erude probability. The eonditional erude probability of entering 

into first union due to eause j an interval [t,t+h), given first union 

has not been experieneed before time t, is, for women with eovariates z, 

t+h 
S ( s ;z ) 11. ( s ;z ) 

q.(t,h;Z) = f J ds 
J ) S(t;z) t 

(3.1 

t+h f. (s;z) 
= f 

J ds 
S(t;z) t 

(3. 13b) 

Q.(t+h;Z) - Q.(t;z) 
= J J (3. 13e) 

S(t;z) 

S.(t;z) - S. (t+h;Z) 
= J J (3.13d) 

S(t;z) 

Note that Q. ( t ;z) = q. (0 ;z ) . 
J J 

Further with (3.2) (or (3.6), (3.8) or (3.12)) it lS easy to 

derive the following relation between the total eonditional probability 

q(t,h;Z) and the erude eonditional probabilities q(t,h;Z) : 

q(t ;z) = 1: q.(t,h;Z). 
. J 
J 

(3.14) 

Besides the totaZ funetions and the cause-specific funetions 

defined above, use ean also be made of pseudo funetions. The pseudo 

cumuZative hazard function is defined as 

iJ; 

Aj(t;z) = f ll j (S;Z)dS 

o 

and the pseudo survivor function is defined as 

G.(t;z) = exp (-A.(t;Z)). 
J J 

(3.16) 
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Since, for s.mall b. t, the quant i ty 11. ( t; z) .6.t is. approximat 
J 

the probability of entering into union due to cause J 

interval [t,t+öt) - i.e. due to the Makeham 

as s. umpt ion 

first 

words, 

the pseudo functions describe the 

due to caus.e j 

women we re only 

describe the distribution of the pure process of 

due to a 

g.Ct;z) 
J 

cause J. 

d 
dt G}t;z), then 

If g. (t;z) is the 
J 

g. (t;z) = G. (t ;z ) .11 . (t;z ) 
J J J 

stribution of into 

In other 

into first 

p.d.f., defined as 

and g.(t;z).b.t is, for small b.t, approximately the unconditional probability 
J 

of entry into union due to cause J ln [t, t+b.t) for ,wmen wi th covariates 

Z if they are only exposed to the 

and 

( 3.2), we can 

A(t;z) = 

s(t;z) = 

l: A. (t;z) 
. J 
J 

rr G.(t;z). 
. J 
J 

J. 

derive the 

(3.18) 

There is no such simple relation between the total p.d.f. f(t;z) and the 

pseudo p.d.f. 's g.(t;z). 
J 

Using cause-specific functions we have defined the crude pro babi-

lities c.(Z), Q.(t;Z) and q.(t,h;Z). Similarly, using functions we 
J J J 

can de fine net probabilities. The net refers to the presence of 

only one risk, j say. (17) 

The net probability, Q(j)(t;z) say, that a woman 

enters into first due to cause J the interval [0 

of all other risks) lS 

= f g . (s; Z )ds. 
J 

o 

covariates Z 

(in the absence 

(3.20) 
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The net prohahility, TI. (z), that a woma.,n with covariates Z ever enters 
J 

first union due to caus.e j (in the ahsence of all other sks) is 

TI. (z) 
J = J 

o 

g.(t;Z)dt = 
J 

(3.21) 

The conditîonal net prohability, q(j)(t,h;Z), that a woman with covariates Z 

enters into unlon due to cause j the interval [t,t+h), that 

she has not experienced first union due to cause j (in the absence of all 

other sks), is 

q(j)(t,h;Z) 

t+h G.(s;z)]l.(s;z) 
= J J J ds 

G.(t;z) t J 

t+h 

= f ds 
G.(t;z) t J 

= Q(j)(t+h;Z) - Q(j)(t;z) 

G. (t;z ) 
J 

G. (t;z) - G. (t+h;Z ) = ~J ________ ~JL ________ __ 

G. (t;z ) 
J 

= 1 - exp ( (A.(t+h;Z)-A.(t;Z))) 
J J 

Using g. (t;z) = 
J 

dG j (t ;z) = dQ (j ) (t ; z ) 

dt dt 

it can be Sh01ill that 

(3.22a) 

(3.22b) 

(3.22c) 

(3.22d) 

(3.22e) 

Note that there is no simple relation between net probabilities and the 

corresponding total probabilities. Relations between crude and net proba-

bilities be derived later on, under special model assumptions (see 

(Sections 3.2 - 3). 
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The for the (unknown) exact individual data ( 1. 3) ( taking 

account the cause of entering into union) can now be constructed. 

this end in consider - as in 2. 1 - the contribution to 

s likelihood for each woman 1. The ion of a woman 1 who enters 

into first union due to cause j (6. = j) at time t. lS S(t.;z.).~.(t.;z.); 
1 111 J 1 1 

the contribution of a woman i who is censored (6. = 0) at lS S(t.;Z.). 
111 

In order to arrive at a general expression for the contribution of a woman i, 

we need to define indicator variables (j = 1, ••• J) as follows : 

1.(6.) 
J 1 

The contri bution 

s( 

= if 6. = J 1 

= 0 ir 6. :F J. 
1 

of wo man 1 lS then 

1.( 
.).rr(ll.(t.;Z.)) J 
1. J 1 1. 

J 

If it is assumed, as usual, that the individual 

(3.24) 

of women are 

independent, and the mechanisms of entering into the state of first 

union and of censoring are independent (LawIess, 1982), then the likelihood 

for the (unknown) exact individual data (1.3) is 

n 
.f = TI {S(t.;Z.). rr(ll.( 

i=l 1 1. j J 

1.(6.) 
;z.)) J 1.}. 

1. 

to 

As Section (2.1), s likelihood can be rewritten as 

.f = rr rr {Set. ;z) rr(ll.( 
zslisdi(O,z) 1. j J 

1.(6.) 
;z.)) J 1.} • 

1. 

since it 1.S clear that reference to covariates z may be dropped from the 

notation as long as the does not concern them explicitly, we 

(for the ) concentrate on the likelihood 

1.(6.) 
.f = rr {S(t.). rr(ll.(t.)) J 1.}, 

ü:di( 0 ) 1 j J 1. 

or on the corresponding log-likelihood 

.f = l; { ~ [1.(6.). 
. . J 1. 
1. J 

jl.(t.)] + log S(t.)} 
J 1. 1 
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= L { L [1. ( Q. ) .log l-l. ( 
i j J l J 

)] - J\(t.)} 
. l 

(3.28b) 

L{L[I.(O.). 
J l 

l-l.(t.) - A.(t.)]}. 
J l . J l 

(3.28c) 
J l 

3.2. Piecewise exponential models andcomEeting risks 

As in Section 2.2, consider a partition [ao ,a1), [a 1,a2 ), .•..• 

[aL- 1,aL ), with ao=O and aZ-aZ_1=1. Explanatory details concerning this 

as weIl as details about the piecewise exponential models discussed 

below are found in 2.2. 

The formulat of a piecewise exponential model the presence 

of competing risks follows the procedure outlined earlier when the simple 

ewise exponential model (with only one risk in ) was presented 

(see Section 2.2). Here too (i.e. in a competing risks mOdel) it is assumed 

that each cause-specific hazard l-lj(t) is constant in each interval [aZ_1,aZ)' 

Thus 

The model (3.29) has already been 

Section 3) and is referred to by 

Model (3. ) allows for 

ponding to different causes of 

interest is obt from the 

scussed by Ghiang (1968, Gh. 11, 

and Olivier (1981). 

fferent cause-specific hazards corres

into first union. A special case of 

model by as that the cause-

specific hazards corresponding to two causes j and k (say) are equal (i.e. 

that a jZ = akZ for all Z = 1 •...• L). If this happens for each pair of causes, 

then we get the model 

for 

Under model (3.29), and uSlng (3.2), the total hazard l-l(t) can be 

written as 

for 
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Thus, piecewise constant cauqe~specific hazards ]1. (t) a piecewise 
.J 

constant total hazard ]1(t). Note that under the ~~'~~J.a~ model (3.30) the 

total hazard is 

Each pseudo cumulative hazard A.(t) can be written as 
J 

a' k a
J
· Z A. ( t) = J: e J + e . (t~a"1 -1 ) 

J k<Z t-

under the model (3.29). The cumulative hazard A(t) then, uSlng 

(3.18) , to 

A(t) L{ L 
a'k a

jZ = e J + e . ( t-a
Z

_
1 

) } 

J k Z 

Vnder the special model (3.30) we get 

A( t) J. { L 
a
k a Z = e + e . (t-a

Z
_

1 
) } 

k Z 

Substitution of (3. ) and (3. ) (or (3.34)) ln (3.28c) (or 

(3.28b)) and reorganisation of the terms involved gives us the following 

expres sion for the log-likelihood : 

L = 
a· Z 

J: J: { d'"1. a '-r - E-r. e J }, 
j Z Jt- Jt- t-

(3.36 ) 

where Z lS the number of women entering into union due to cause j 

ln the Z-th time interval [a Z- 1
,aZ)' and EZ the total exact exposure 

t in the Z-th interval. Note that the exposure 

of the causes j, and that dJ.-r = J: 1.(0.). 
t- • n J 1 lSIJLZ 

EZ is independent 

Vnder the special model (3.30), the log-likelihood becomes 

log L = 

where dZ is the number of women entering first unlon (irrespective of the 

cause to which this is due) in the l-th interval, i.e, dZ = ~ djl , Note 

the difference between the log-likelihoods (2.16) and (3.37) Jwhich are 
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alike many respects. They are both under mQdels which 

19nore the cause of entry into rirst un1on. However, in order to test 

whether or not the cause of entering into un10n can be ignored, 

a son has to be made between the values of the log-

in (3.36) and (3.37) - e.g. the log-likelihood ratio 
"2 

(XL)' The maximized value of the log-likelihood in (2.16) cannot 

be used for that purpose. 

The log-likelihood (3.36) lS the log-likelihood for the exact 

data (1.3) under the se exponential competing sks model 

(3. ). Since the exact individual data are usually unknown, the exact 

~ 

exposure times EZ cannot be computed. Therefore, proceeding as in Section 2.2, 

the exposure times EZ are approximated by some EZ (see (2.18a-b)) and the 

log f, = (3.38 ) 

lS then derived. This 

data (1.2) or for the 

thus the log-likelihood for the observed individual 

data (1.4) (ignoring covariates z). 

Reintroducing Z, we have 

log f, = 

where djZZ is the number of women with covariates Z 

first union due to cause j in the Z-th time interval, E 

the state of 

s an approximation 

for the total exposure 

Z, and the ajZZ are 

in the Z-th interval for women with covariates 

a. 
Jl.(t;z) = e J 

J 

through 

Equation (3.40) lS fact the general piecewise 

risks model for the data (1.2) or (1.4) involving 

(3.40 ) 

competing 

z. 

From (3.39) we can see that cause of entering first union can 

be treated the same way as the other covariates z1' •... zm. With the 

int ent ion of moving in that direction in mind, let z 1 be a covariate m+ 
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* * taking on values j; let Z be equal to (Zl"""Z ,Z 1);::; (z,z 1) and l-m m+ m+ 

be equal to {z*lz* (z ,zm+l) , zEl, Z 
m+l 

;::; j E { 1 , •... J} }; let d * be 

• • "" "" . . Zz 
equal to djZZ lf Z = (Z ,j ) and Ezz* be equal to EZz lf Z ;::; (Z ,zm+l ) 

(for any value of zm+ 1) . Then the log-likelihood (3.38) may be written as 

log 1: = 

This has the same form as (2.20) whieh implies that the eompeting risks 

problem ean, at least from a formal point of view, be treated as a problem 

involving only one (eombined) eause of entering first union. This eonelusion 

will be used in Seetion 3.4. 

We now present some useful formulae for 

erude, net and total probabilities of entering first unlon due to a 

speeified eause in a speeified time interval, given that first unlon has 

not been experieneed before the beginning of that interval. The formulae 

presented below do not make referenee to eovariates Z. The deri vat ion of 

formulae whieh ineorporate z explieitly is left to the reader. 

Under the pieeewise exponential eompeting risks model (3.29), 

the erude probability qjZ of entering 

Z-th interval [aZ-
1

' a Z)' gi ven first 

time aZ-
1 

is, from (3.13), 

first union due to eause j in the 

unlon has not been experieneed before 
a· Z -1; e J 

1 - e J 

a· Z 1; e J 

J 

the net probability q(j)Z lS, from (3.22), 

and the total probability qz lS, from (3.14) and (3.42), 

a· Z -1; e J 

qz = q(aZ_1,1) = 1 - e J 

(The proof of formulae (3. ) to (3.44) lS given ln Appendix E9.) 

(3.42 ) 

(3.44) 



If we denote the j-th 

interval and the total 

-50-

Ci., Z cause-specific hazard (e J ) 
Ci., Z (~ e J ) for the Z-th 

J 
by ~jZ and ~Z' we can then (3.42-44) as 

and 

(Some approximate formulae are Appendix E 1 O. ) 

From (3. we also get the 

and e 

for the 

respec-

(3.44a) 

(3. 

(3.46) 

If Pz is the totaZ probability to "survive" the 

presence of all risks, given first union was not 

interval in the 

ed before 

p(j)Z lS, similarly, the net (or pure) probability, then we 

have also the formulae : 

Pz = e 

(3.48) 

Z 
• (1 PZ) (3.49) qjZ = 

~Z 

q (j)Z = 
(q j Zlq7) 

Pz (3.50) 
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For the illlcondi tional crude, net and total prQ hahilitie s, defined in (3. 7) , 

(3.23) and (2.5) or (3.8), we can find the following cqmrnonly used formulae 

(3.51 ) 

Q(j)Z = Q(j)(aZ) = q(j)1 + P(j)1· q (j)2 + ....•. + P(j)1' ... ,p(j) 1·q (j)Z 

(3. 

The solution of the system of maximum likelihood equations, obtained 

by equating to zero the partial derivatives of log! in (3.39) with respect 

to the parameters a jZz ' yields the following estimate for the hazards in (3.40). 

1l.(t;Z) 
J 

Thus, illlder the piecewise exponential competing risks model, the j-th cause

specific hazard in the Z-th interval, and for subgroup Z, is estimated by 

the occurence-expo8ure rate djZZ/Ezz' It follows from (3.2) and (3.54) that 

the total hazard the interval, and for subgroup Z, is estimated by 
,...., 

the occurence-exposure rate ll(t;Z) = ~ djlz/Ezz 
J 

the same occurence-exposure rate as obtained 

....., 

= dzz/Elz' which is exactly 

Section 2.2 - formula (2.22). 

Under the special model (3.30) we get - when covariates Z are taken 

into consideration - the estimates 

p.(t;z) = ....., 
J J.EZz 

(3. 

Note that the estimate of the total hazard ll(t;Z) is the same illlder model 
....., 

(3.30) as under model (3. ), i.e .. P(t;z) = ll(t;Z). 
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We have not discussed the exponential model ln the presence of 

competing risks. in section~ In such a model the cause-specific hazards 

would be constant over the entire interval [a ,a1 ).' ,This model cQuld be 
o· ~ 

of specialinterestln a,·nu:.mber<<Df applicatüms (e.g. if the entire interval 

[ao,aZ) is short), The appropriate formulae however can easily be obtained 

from the formulae gi ven in this s.ection. 
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3.3 Proportional hazards models in the presence of competing risks 

In Section 2.3 we saw how the general (piecewise exponential) 

model for the analysis of age of entry into first union can substantially 

be simplified by assuming that the hazards are proportional (i.e. model 

(2.23». Similar assumptions can be made under the competing risks model. 

In this section we will see how the ideas of proportional hazards and of 

stratification can be adopted in the competing risks model. 

Under the competing risks model (Seetions 3.1-2) we have to deal 

1n general with the totaZ hazards v(t;z) and a number of cause-specific 

hazards v.(t;z). One or more of the following assumptions could be made 1n 
J 

their regard. 

(I) The ratio of the ]J(t;z1) and v(t;Z2)' for any two subgroups 

z1 and z2' constant over the entire interval [ao,aL ) briefly, 

for any zl and , v(t;zl)/v(t;z2) does not depend on t. 

(n) The ratio of the cause-specific hazards (t;zl) and jlj (t;Z2)' 

for any two subgroups z1 and z2' and for any specified cause j lS 

constant over the entire interval [ao,aL ) : briefly, for any z1' z2 

and j, jlj(t;Zl)/Vj(t;z2) does not depend on time t. 

(nI) The ratio of the v.(t;z) and jl. (t;z), for 
J 1 . J 2 

any two causes j1 and j2' and for each subgroup z, lS constant over 

the entire interval rap ): briefly, for any J 1, J 2 and Z, 

V. (t;z)/jl. (t;z) does not depend on time t. 
J 1 J 2 

As in Section 2.3 we can once aga1n consider a reference subgroup z . o 
In the same strain, we can also speak of a reference cause j . o 
The assumptions I, 11 and 111 may then be formalized as follows. 

SZ 
(I) jl(t;z) = V(t;z ).e for all z. 

o 

T. 

( Il) V.(t;Z) == jl.(t;z ).e JZ for all Zand J . 
J J 0 

y,z 
(lIl) v.(t;z) = v· (t;z).e J for all Z and J . 

J Jo 

Note that for the reference subgroup Zo the parameters Sz and T. 
o JZo 

(j==l, ... J) are zero, and that for the reference cause j the parameters 
o 

y. Z (zs~ are zero, 
Jo 
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Assumption I is clearly equivalent to the PH model (2. ) - the 

only difference is that the explicit reference to the piecewise constaney 

of hazards found in (2. ) is absent in the formulation of I. 

Under assumption I an arbitrary subgroup Z ean be eompared with 

the reference subgroup Zo using the single reZative risk exp (Sz), 

Under assumption 11 an arbitrary subgroup Z can be eompared with the 

reference subgroup Zo using anyone of the relative risks exp (T jZ )' j=l, ... J 

these relative risks exp (T jZ ) will be referred to as the cause-specific 

reZative risks for subgroup z. Assumption 111 implies that the relative 

risk exp (y j Z) ean be used for the eomparison - in subgroup Z of an 

arbitrary eause j the reference eause j this relative risk exp (YjZ) 0 

will be referred to as the subgroup-speci fic re Zati ve risk for cause j. 

The idea of a reference subgroup has been found to be eonvenient 

PH modeIs. The of a reference eause may be less convenient, and ean, 

necessary, be avoided as follows. We have 

whenee 

and 

~(t;Z) = ~ ~ (t;z) 
jIj t 

(by (3.2)) 

Y· I 

= (~ e J Z). ~. (t;z) 
j I Jo 

(by III), 

~. (t;z) = 
Jo 

~ 
YjlZ 

e 
j I 

e 
YjZ 

lJ.(t;z) = 
J YjlZ 

~ e 

(by Hl). 

j I 

y. 
If we define parameters 8. to be equal to e JZ/(~ 

JZ jl 
alternative formalization of assumption 111 is : 

yO I 

e J Z), then an 

(Hl ,) ~O(t;Z) :: lJ(t;Z).8. 
J JZ 

for all Zand j. 

This implies that, a speel subgroup Z, an arbitrary eause J 
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can be compared with the totality of causes uSlng the parameter 8 .. 
JZ 

The parameters 8. 
JZ 

(which are substance relative risks) satisfy the 

relation E 8jz=1 will be referred to as the subgroup-speaifia weights. 
J 

There ln general, no specl relation between any two of the 

assumptions I, 11 and 111. For instance, proportionality of total hazards 

(i.e. I) does not necessarily imply proportionality of cause-specific 

hazards (i.e. 11), and the converse also not true general. However, 

we can demonstrate the following interesting properties. 

(A) If 11 and 111 are satisfied simultaneously, then I lS satisfied and 

exp (Sz) lS the weighted average ~ 8jZ exp (T jZ ) of the cause-specific 
J 0 

relative exp (T
jZ

) (j=1, ••. J). 

(B) If 11 is satisfied, and if the cause-specific relative risks exp (T. ) 
JZ 

for subgroup Z do not on cause J - i.e. T. 
JZ 

for all j=1, ... J-

then I is satisfied and exp (Sz) is equal to exp (T
Z
)' 

Properties A and Bare proved in Appendix E11. In Section 2 we discussed 

PH models and used them in connection with total hazards, l.e. we dealt with 
. . (18) kht' models for WhlCh assumptlon I holds. We to wor ere 00 - l.e. 

the presence of competing risks with models for which I holds. 

Properties A and B provide us with two conditions related to cause-specific 

hazards which rise to proportionality of total hazards. It 

useful to 

or 

or 

where À. 
JZ 

scuss them in detail. 

If 11 and 111 are sati simultaneously, we can write : 

]J.(t;z) 
J 

T·Z+Y·Z 
J J 0 

= ]J. (t;z ).e 
Jo 0 

]J.(t;z) 
J 

= ]J. (t;z ).e 
Jo 0 

Y·Z+T. Z 
J Jo 

À. 

]J.(t;z) = ]J. (t;z ).e JZ 
J Jo 0 

= y. + T. • 
JZ J Z o 

therefore 

Under the assumption of piecewise constant hazards (Section 3.2), equation 

(3.56) can be written as 
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where exp (aZ) 1 , •••• L) lS a s of hazards for cause j ln subgroup Z • 
o 0 

This series may be called a base-line hazard. Equation (3.57) is a general 

formula for the model incorporating the piecewise competing 

risks model and the assumptions 11 and 111. Extending the terminology used 

in Section 2.3, we can say that there is (1°) no interaction between t 

and cause j, ( ) no interaction between time tand covariates Z, but that 

there is (3°) interaction between cause j and covariates Z. The parameter 

exp (À. ) in (3. 
JZ 

is therefore a relative risk can be used for the 

comparison of cause j in subgroup Z with the reference cause j in 
o 

reference z. Such sons however do not seem to be 
o 

the 

of much 

use in practice the investigator will not be particularly interested 

the relati ve exp (À. ) as such, but in the cause-specific relative 
JZ 

risks exp Z) for subgroup Z, and in the subgroup-specific relative sks 

exp (y. ) for cause j. Fortunately, it is easy to compute both the cause
JZ 

specific and the subgroup-specific relative risks from the relative 

exp (À j Z) . Indeed, we have 

À. À·z 
Z JZ J 0 

e = e je 

YjZ ÀjZ À. Z Jo 
and e = e Ie 

Further, the following for 8. and exp (13 ) are also 

found : 

and 

JZ Z 

À. À. 'z 
8. = e JZ/(~ e J ) , 

JZ j I 

SZ 
À. À·z JZ J 0 

e = (~ e ) I(~ e ) . 
J j 

If II holds T. = T
Z

' then we have the equation 
JZ 

T
Z fl.(t;Z) = ]1.(t;z ).e . 

J J 0 

(3.58c) 

Under the piecewise exponential model, leads to the model formula 

]1. (t ;z ) 
J 

(3.60) 
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1 , •.• • L) is a s of hazards for cause J ln the 

reference subgroup The series exp (a jZ ) (Z=l, ... L) will be called 

the j-th cause-specific base-Zine hazard. Here too we can say that there 

is (1°) no interact between time t and covariates z, ( ) no interaction 

between cause j and covariates Z, but that there is (3°) interaction 

between time tand cause j. 

So far we have discussed two classes of models l.e. those 

corresponding to the (general) model formulae (3.57) and (3.60). 
The intersection of these two classes is however not Models belonging 

simultaneously to each of the two classes (3.57) and (3.60) are formalized 

through equation (3.61). 

a
Z 

y. T
Z j.l . (t ;z) = e . e J. e 

J 
for aZ-

1 
,.;;; t 

In other words, under model (3.61), assumptions 11 and 111 are 

with T. = 
JZ 

(3.61) 

Ot her classes of models are obtained by assumlng that 11, 

or 111, or 111 with y. = y., or any combination of these possibilit 
JZ J 

holds. , we then get the following classes of models the 

assumptions of piecewise constant hazards throughout). 

- If only 111 holds, we have 

j.l.(t;Z) 
J 

where exp (a ZZ ) 1, ••. L)isa 

the reference cause j in subgroup Z o 

of hazards corresponding to 

will be called a subgroup-

specific base-Zine hazard. 

- If 111 holds with YjZ = Yj ' we get the following class of models -

a subclass of the class represented by (3.62) -

aZ y. 
j.l.(t;z) = e z.e J 

J 
for aZ- 1 

(3.63 ) 

l.e. 

In this class of models the relative differences between causes lS the 
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same aeross subgroups, and they are measured eaeh subgroup by the 

same set of relative risks exp (y.) (j=1, .•. J). Note that under 
J 

model (3.63) the weights 8 j Z are also of eovariates Z. 

If assumption 11 holds, then we get the elass of models represented 

by the formula 

ll·(t;Z) 
J 

a. z T. 

= e J .e JZ for a ~ t Z-1 (3.64) 

where exp (ajZ ) (Z=1, ..•. L) is a serles of hazards to 

the j-th cause in the reference subgroup Z-as ln model (3.60) it 
o 

be called the j-th cause-specific base-Zine haza~d. Note that 

(3.60) is a subclass of class (3.64). 

The intersection of classes (3.57) and (3.63) class (3.61). 

It follows then that under assumptions 11 and 111 the addit 

TjZ = TZ and YjZ = Yj (or 8 jZ = Sj) are equivalent. These assumptions 

are also to the statement À. = T + y. (see e.g. (3.58» - if 
JZ Z J 

II and III hold. 

It useful to note that the different models discussed above 

are all se competing risks modeIs, which are 

represented by the model formula (3.40). A schematic representation of the 

general class (3.40), s subclasses, and how the latter are obtained from 

the former is found c4. 

The of ln relation to proportional hazards 

models (in theabsence of competing risks) was introdueed in Seetion 2.3. 

From the diseussion ln that 

hazards (SPH) model ean be 

it follows that a stratified proportional 

as one whieh implies an ordinary 

proportional hazards 

adopted here too to 

model ln eaeh stratum. The same idea ean be 

the presenee of eompeting risks. The formal 

representation of SPH models 

to beeome very eomplieated 

eould now stand for a number of 

I, or 11, or 111, 

being satisfied. Further the 

the presenee of eompeting risks however tends 

the "proportional hazards fl 

fferent model assumptions - i.e. assumption 

or in combination, eould be taken as 

of stratifieation presented earlier 
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this text - i.e. as accounting for the interaction between time and 

any specified subset of covariates - should not be used in conjunction 

with PH models which only assumption 111 (i.e. proportionality with 

to the causes only) is 

of competing risks only be 

Hence, SPH models in the presence 

as modifications of the PH models 

and (3.64) by reintroducing interaction 
. ( 19) 

between time and covar~ates. 

As in 2.3 we will now split the covariate vector Z into 

two parts zl and (i.e. Z = (z1. z2)) where zl = (zl, ... zm
1

) is the vector 

of ml stY'atifying covaY'iates and z2 = (zm
1
+1' .... zm) the vee'ter of the m-m1 

Y'emaining covariates. If the class of PH roodels defined by (3.57) is 

considered, both assumptions 11 and 111 (and hence also I) are seen to hold. 

The corresponding SPH roodels are therefore defined by the equation 

J,l.(t;z) = 
J 

aZz H·z 
1 J 

e for aZ- 1 

and follows that assumptions 11 and 111 (and hence I) hold in each 

stratum zl' Note that (3. ) can be from (3.57) by reintroducing 

interaction between 

, we obtain 

J,l.(t;z) 
J 

from (3.64); 

J,l.(t;z) 
J 

froro (3. 60 ); and 

= e 

J,l.(t;z) = e 
J 

tand stratifYing covariates 

a.'1 +T. 
J "z 1 J z 

a'1 +y.+T 
&Z 1 J z 

Z , •••• z • 
1 rol 

(3.66) 

(3.68) 

froro (3.61). Note that there are a variety of different links, both 

between the SPH models (3.65), (3.66), (3.67) and (3.68) themselves, and 

between these SPH roodels and the PH models discussed above. For instanee, 

(3.67) is a subclass of (3.66) by assuming that TjZ = Tz(j=l, .... J). 
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Similarly, (3.68) is a subclass of (3.65) resulting from the assumption that 

ÀjZ = Yj + T Z' Figure C5 - an extension of Figure c4 - summarizes these 

links and shows which assumption(s) is (are) needed to get one class from 

another. 

The use of relative risks for the comparlson of different subgroups 

ln SPH models is equivalent to such comparisons in PH mOdels, with the 

added proviso that the two subgroups to be compared should necessarily be 

in the same stratum. A complete overview of the possible relative risks for 

the classes of models presented in Figure C5 is given in Table AS. 

The comparlson of different strata in stratified models - e.g. 

through the comparison of the reference subgroups in different strata -

is, in general, not straightforward, since the difference is not measured 

by a single (or just a few) parameter(s). However, we have already defined 

(in Section 2.3) a parametrized form of stratification as the combination of 

(1°) a difference between the starting points of the process in different 

strata, and (2°) a proportionality between the hazards corresponding to 

different strata once the process has started. The same ideas can be 

adopted in the presence of competing risks. Hence, proceeding as ln 

Section 2.3, the SPH models (3.66), (3.67), (3.65) and (3.68) can be para

metrized respectively as follows - ignoring the assumption of piecewise 

constant hazards (if as in Section 2.3 Z is a subgroup of stratum Z1 and 

Zoo is the reference subgroup in the reference stratum z10) : 

T~ 

~ . ( t ; z) = ~. (t+b . Z ) • e J Z 
J J Z l' 00 

with 

T! = w. + T. 
JZ JZ 1 JZ 

(3.70a) 

for a parametrization of (3.66), 

or 

T. = w. + T 
JZ JZ 1 Z 

for a parametrization of (3.67); 
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, 
À. 

]..I.(t;Z) = ]..I. (t+bz;Z ).e JZ 
J Jo 1 00 

with 

(3.72a) 

for a parametrization of (3.65), 

or, 

À~ 
JZ 

(3.72b) 

for a parametrization of (3.68). 

If Zo lS the reference subgroup ln stratum z1' then we have 

the following equations : 

w. 
JZ, 

]..I. ( t;z ) = ]1. (t+b ; Z ) . e 
J 0 J Z, 00 

under model (3.69-70a) or (3.69-70b), and 

]1. (t;z ) 
J 0 o 

(3.74) 

under model (3.7'-72a) or (3.7' ) . These formulae are useful for the 

interpretation of the parameters of the model. For instanee, the parameters 

under model (3.71 .72a) - i.e. the parametrization of (3.65) - are used 

as follows : 

(1°) the shift parameter bz indicates that the entrance into first 
1 

unHm of.~'Women in stratum z1 starts b z units ahead of that of 
1 

women in stratum Z10; 

exp (w. Z ) measures the remaining difference - l.e. af ter the 
Jo 1 

shift between the entrance into first union due to cause Jo 

the reference subgroups Z (in stratum Z,) and Z (in 
o 00 

stratum Zw); 

exp (Àjz ) measures the difference between the entrance into 

first union due to cause j in subgroup Z ( stratum z1) with 



the entranee into 

in the referenee 

due to the referenee eause Jo 

Zo (in stratum Z1)' 

As before relative risks exp (À. z) are taken to be of very limited use. . J 
In praetiee, these s may be replaeed by the eause-speeifie 

relative 

whieh are 

exp ('jZ) and the subgroup-speeifie relative risks exp (YjZ)' 

(3. and (3.58b) respeetively. Note however that 

exp (w. Z ), exp ('J"Z) and exp (YJ'Z) - ln whieh the 
Jo 1 

the relat 

investegatór be ed - ean all be derived from the relative risks 

exp (À~ ) by the formulae 
JZ 

w. 
J 

e e 

I I 

À·z À. z J J 0 = e Ie 

YJ"Z 
e = e 

À ~ À ~ 
JZ J Z 

Ie 0 

We ean also find the following expres Slons 

0. = e 
JZ 

, 
À

, À" 
. JZ 

= (l: e JZ)/(l: e 0). 

J J 

(3.75a) 

(3.75b) 

Formulae (3.75a-e) are also valid under the model (3.71-72b), 

but here ,. does not depend on J, while y. and do not depend on Z 
JZ JZ Z 

(Note also that YjZ and 0jZ do not depend on the stratum Z1 of whieh Z 

a subgroup). Similar formulae ean also be found under model (3.69-70a) 

or (3.69-70b). A complete overview of the 

risks (if they exist) under the four 

Table 

and relati ve 

SPH models is given in 



-63-

The log-likelihoods under any of the models diseussed in this 

seetion are obtained from the general formula (3.39) if the parameters 

a jtz are replaeed by the appropriate expresslon. As Seetion 2.3, 

the following remarks eoneerning the estimation of the parameters of the 

models are in order. Fir:.:;tly, the system of maximum likelihood equations 

has, in general, to be solved iteratively. Seeondly, the shift parameters 

eannot be estimated by this method; the remaining parameters ean be estimated 

only if the shift parameters are fixed. 

Finally, we glve some useful relations between total, eause-speeifie 

and pseudo-funetions, and between total, erude and net probabilities. 

All these relations ean easily be found from the appropriate relation for 

the hazard funetions and from the formulae in Seetions 3.1-2. 

Under assumption lIl, we get the following relations between eause

speeifie and total funetions (or between erude and total probabilities) : 

f. (t;z) 
J 

Q.(t;z) 
J 

C (z) = 
j 

= 8. . f( t ;z ) , 
JZ 

= 8. .F( t;z ) , 
JZ 

e . . c(z), 
JZ 

q.(t,h;Z) = 8 .. q(t,h;Z); 
J JZ 

and between pseudo- and total funetions (or between net and total 

probabilities) : 

A. (t;z ) = 
J 

G. (t;z) = 
J 

8. • A(t;z ) , 
JZ 

8. 
(8 (t ;Z ) ) JZ 

8. 
q(t,h;Z) JZ 
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Under assumption 11, we get (as in ordinary (S)PH models - see Section 2.3) 

G.(t;z) 
J 

A.(t;Z) 
J 

T. 
JZ 

= (G.(t;z ))e 
J 0 

T· Z = A.(t;Z ).e J, 
J 0 

If both 11 and 111 hold, then "re 

e jZ .e 

G.(t;Z) = (S(t;z)) 0 
J 0 

T. 

for instance 

z 

A.(t;Z) = e .. e JZ.A(t;z ), 
J JZo 0 

e. .e 
JZ 

q(j)(t,h;Z) = 1 - (1 - q(t,h;Zo)) 0 

z 

The appropriate formulae for the parametrized SPH models can easily be 

obtained from the above formulae (cfr. Section 2.3). 
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3.4 Estimation of the pa.rameters ~n cQmEetiné5 risks models throué5h GLIM 

In s section we discuss how the (log-) likelihoods 

under varlous competing risks models can be maximized through the GLIM3 

computer package. As in Section 2.4 the following two remarks should be 

in mind :. proper estimation of the shift parameters is not pos 

and the log-likelihood of any competing risks model a special case of 

the log-likelihood in equation (3.39). Our attention therefore be 

focussed on the general likelihood (3.39). 

As Section 2.4, a GLM with a log-likelihood differing from 

log t (3.39) at most by a constant term needs to be constructed. 

The appropriate GLM is defined as follows 

(1°) the dependent variables (i.e .. the counts djlz (j=l, ... J;zs'l; 1, ... L» 

are assumed to be statistically independent and poisson distributed 

with means Mjlz say (The counts djlz thus have a Poisson error 

structure ) ; 

(2°) the covariates consist of a. time covariate - with levels. l=l, ... L -

the covariates Z, and a cause covariate - with levels j=l, ... J. 

The predictor lS denoted by ajlz ; 

(3°) The link between the linear predictor a jlz and the mean MjlZ of 

the dependent variable djlz is given by : 

log M. l 
J z 

(3.80 ) 

where Elz lS the corresponding (approximate) exposure time. 

The likelihood under 

= 
t = TI TI TI 

J Z l 

GLM is proportional to 

(3.81) 



-66-

Taking logarithms we 

which, apart from a constant term, equal to L in (3.39). Hence, 

estimates of the parameters ~'7 in competing risks models can be found by 
J~Z 

fitting the above GLM. In other words, we can still use GLIM3 ln order to 

fit the competing risks models developped in Sections 3.2-3. 

A GLIM3-programme for fitt competing risks models which 

specify cause of entry first union has the same basic structure as 

a GLIY~-programme for fitting models in which no reference is made to 

cause of entry. However, there are some important modifications. We shall 

discuss these now, using the GLIM3-programme in Appendix 

To start with, note that the GLIM3-programme ln Appendix B5 produces 

a fit for a parametrized SPil model of the form (3.71 ). As mentionned 

before, however, shift parameters cannot be properly estimated. They are 

therefore fixed advance, and the variabIe (T) is adjusted for the 

shifts. Leaving aside s difficulty related to s, which can now be 

ignored in what follows, the model takes the form (3.57). 

We have already argued ln Section 3.2 that cause of entering first 

unlon (i.e. j) can be treated ln the same way as the covariates z1, ... zm 

see the derivation of formula (3.41) from (3.39). There are 2 causes to be 

dealt in the applications found ln text. They are taken count of 

through a dichotomous covariate TYPE which has been defined in the data 

definition part of the programme. Since each unit GLIM a particular 

combination of the covariates j, Zand Z, the total number of units is 

now doubled (i.e. from 402 to 804). The data are stored initially ln 

vectors BT, N, D1, D2, W, REL, EDU and eOH which are all of 402. 

However, D1 and D2 correspond to different 

the initially formed vectors BT, D1, D2, W, REL 
s (or jzZ combinations), 

EDU and eOH are 

transformed into vectors T, LE, D, TYPE, ZR, ZE and ze - which are all of 

length 804. The latter vectors can be described as follows : 

T the number corresponding to a time (or age) interval; 

TYPE the cause of entering first unlon; 
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ZR = the religious category; 

ZE = the education category; 

ze = the birth-cohort; 

D = the number of Vlomen with covariates ZR, ZE and ze who enter first 

union due to cause TYPE in the T-th interval; 

LE = the log-exposure time for the T-th interval and for the women 

with covariates ZR, and ZC. 

Note that LE does not depend on TYPE. This lS as it should be Slnce the 

exposure times ln (3.39) do not depend on cause j. 

At the end of the data definition part, all vectors not used in 

the rest of the programme are deleted. This is of practical importance 

since the data space used should be reduced as often as possible because 

of computer memory space limitations. 

The rest of the GLIlfB-programme, except the $FIT-statement, is 

exactly the same as before (cf. Section 2.4). The specification of the 

linear predictor through the $FIT-statement lS as follows. For competing 

risks models of the form (3.57), 

log ~.(t;Z) = a, + À. 
J ~ JZ 

which shows incidentally that the $FIT-statement under models (3.57) has 

the general form 

$FIT T + Z;t;TYPE 

(Z standing for terms depending on covariates ZR, ZE and/or ZC). 

The $FIT-statement for other competing risks models found in the same way. 

The general forms of the $FIT-statement under the various classes of 

competing risks models discussed in Section 3.3 are listed in Table A10. 

It is interesting to note that models which do not take the 

cause of entering first union into account can be fitted as special 

competing risks models if the covariate TYPE were omitted from the $FIT

statement. This allows for scaled deviance tests concerning the difference 

between the process of entry into first marriage and the process of entry 
, 

into first cohabitation. For instance, the parametrized SPB model fitted 
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Appendix B3 can be effected through the 

the $FIT-statement is into 

e between the scaled deviances cQr-

+ ZC and 

Appendix 

T + TYPEI(ZR + ZE + ZC) 
provides a chi-squared 

st whieh ean be used to test whether the proeess of entering first 

is ( fieantly) different from the proeess of entering rirst 

cohabitation. (See Appendix .) The sealed devianee obtained through the 

programme in B3 eannot be used for sueh a test. 

Similarly, the sealed devianees ean be used to test the PH 

as ion 111 (Section 3.3). For instanee, the difference between the 

sealed devianees eorresponding to the fits 

+ ZC) and 

$FIT TITYPE + TYPEI(ZR + ZE + ZC) 

provides a ehi-squared statistic for testing the assumption 111 introdueed 
. 3 (20) ln Seetlon .3. 

As in 2.4, it is very important to select a parsimoneous 

eompeting risks model. The same questions raised Seetion 2.4 are relevant 

here too given that the eause covariate TYPE can be treated like the 

other covariates. The strategy to be followed here too is to that 

followed ln Seetion 2.4. However e the elass of possible models lS 

large lS best to follow relevant indieations resulting from a 

eause-independent analysis of entry first union. In other words, it 

may that stratification (with to ) and s parametri -

zation most eonveniently effeeted as the analysis of first union as 

sueh. Thus, the model used for the parsimoneous analysis of first union as 

sueh is at least a good starting point for the selection of a parsimoneous 

eompet 

described 

model. 

the next 

procedure has been used the operations 
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s the results obtained from the 

sed Sections 3.1-4. A detailed 

of bath the selection of the model and the results obtained from 

to the first marriage/first cohabitation data is not given here. 

lon 

The reader is referred to and Vanderhoeft (1985) for more s. 

The main purpose of the following paragraphs is to indicate how the 

should handle the basic results order to transform these a 

more usabIe form. 

The model finally used the analysis lS specified by the 

expression for its linear predictor : T~ + (ZR + ZE + ZC)*TYPE. The 

T~ refers to the shifts of the time Z for one stratum relative to 

an other : the (four) strata and the corresponding shifts are the same as 

those used in the application of the relevant models to data on first union 

as such (Section 2.5). In fact, the 

clo related to the model T* + REL + 
model T~ + (ZR + ZE + ZC)~TYPE 

EOU + COH for analysis of 

as such : (1°) the strata and the are exactly the same, and 

(2°) the action of the covariates REL, EOU and COH (here: ZR, ZE and ZC 
) on the cause-specific hazards lS analogously the same as 

there on the total hazard of entry st union - i.eo the co-

variates do not interact in their effects on the cause-specific hazards. 

The TYPE - to be introduced in the 

stinguish the two causes of entry 

risks model (Section 

3.4) so as to 

be the model in several ways. The result 

risks models are denoted as follows 

T~ + (ZR + ZE + ZC) + TYPE, 

T**TYPE + (ZR + ZE + ZC), 

T~*TYPE + (ZR + ZE + ZC)*TYPE, 

and the model ment above 

T* + (ZR + + ZC)*TYPE. 

unlon - could 

competing 

Each of these models can be regarded as being of one of the 

classes of SPH models shown (in boxes) in Figure C5 : l.e. the four models 

above belong to the classes (3.68), (3.67), (3.66) and (3. 
Au analysis of a first idea about the most 

of (parametric) SPH modeIs. A model belonging to the class (3. 

ively. 

class 

was 



-70-

found to be the best in this The final thus falls on the 

above mentionned model T* + (ZR + + ZC)*TYPE ( 
by the formulae (3.71-72a». Note that the scaled 

can be described 

for this model 

good fit. is 680.47 747 degrees of freedom, indicating a 

The results - l.e. the linear parameters as they are 

estimated by application of a programme - are shown ln Appendix B5. 

Using the formulae of Section 3.3 - l.e. the formula used connection 

with the model (3.71-72a) - these 

formed into other parameters more 

To start with, the 

are presented 

cause j ln an 

~ first marriage) 

Table A11. Since these 

subgroup Z 

the reference 

estimates can easily be trans

for di 

exp (À~ ) were computed(21) and 
JZ 

relative risks compare an arbitrary 

the reference cause j (here: j =1 
o 0 

Z (here Z =(1,1,1) ~ RC RMA -
o 0 

PRI - 48-62), af ter adjusting for the difference in the points of 

the corresponding processes, it is not easy to use them ln a discussion 

of the differences found between first marriage and first cohabitation or 

found bet ween It has however been argued earlier that they can 

be transformed into subgroup-specific 

of causes) and cause-specific relative 

cf. Section 3.3. 

risks (for the comparison 

sks (for the son of subgroups) 

The subgroup-specific relative exp (~jZ) are shown ln 

Table A12. They measure the difference between first cohabitation and 

marriage in any specified subgroup Z. How the covariates under 

consideration act on the relative difference between first and 

cohabitation can thus be seen. Alternatively, the subgroup-specific 
~ 

s e. can be used. 
JZ 

These quantities clearly show how the propQrtion 

of entry into first (j=1) or cohabitation (j=2) s 

covariates Z. 

The relative risks exp (~jZ) are shown Table A13. 

Note that these quantities are in fact risks located 

strata : they show how the process of entry 

process of entry into cohabitation 

first marriage or the 

place in a subgroup Z 

located ln a specified stratum differs from that occuring in the reference 
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subgroup the same stratum. (The four relevant strata are represented 

in Figure C3.) A table of within-stratum relat 

A14) can be constructed ln similar fashion : 

risks exp (Sz) (TabIe 

measure the difference 

bet ween the process of entry into unlon according to a subgroup Z 

and the reference subgroup Z in the same stratum. 
o 

The comparison of separate strata can be made on the s of 

the parameters shown in Table A15, i.e. the parameters band the 

relative 
. z1 

In fact, these parameters - partlcularly the sks exp (~. Z ). 
Jo 1 

relative risks exp (~. ) - enables one to compare the process of entry 
J oz1 

into first union due to marriage (i.e. the reference cause j ) in different 
o 

subgroups. (Note however that the parameters are valid for 

all subgroups.) In order to compare the process of entry into first 

union due to a specified cause, in two arbitrary subgroups in two separate 

strata, one should combine the relati ve sks exp (~. Z ) wi th the corres
Jo 1 

ponding cause-spec and subgroup-specific relative risks. 

The comparison of the process of entry into first unlon due to 

a specified cause in different subgroups - either in the same stratum or 

separate strata - shows the effects of the covariates REL, EDU and COH. 
Since the model used here - i.e. T* + (ZR + + ZC)*TYPE - is additive 

in these covariates, their effects can be summarized as in Table A16. 

The relative sks in Table A16 measure the relative spread of the process 

of entry first union due to either marrlage or cOhabitation, af ter 

ustments for shifts have already been effected. Note that the relative 

risks corresponding to marriage are different from those corresponding 

to cOhabitation, this being a conseQuence of the interaction between 

the cause covariate (TYPE) and the other covariates (ZR, ZE, ZC). A table 

representing the covariate effects on the total hazard, such as Table 

could also be constructed under the model T* + (ZR + ZE + ZC)*TYPE. 
The relative risks would be very close to the relative in Table A5. 

They are not exactly equal, the model T* + (ZR + ZE + ZC)*TYPE is 

more restrictive than the model T* + ZR + ZE + ZC (or, in the notations of 

Section 2.5, T* + REL + EDU + COH) in the former model the assumptions 

1,11 and 111 hold (in each stratum), whereas in the latter model only the 

assumption I holds each stratum). 
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We have also constructed a table of deciles Pl0,(Z) and 
J 

medians (Z) (TabIe A17). These parameters can be defined as follows. 

The median Me}z) ( decile P10}Z)) is the age at which 50% Cl0%) 

of the wamen with covariates Z who will ever experience first due 

have already experienced this 

event. Me. (Z), for instance, l.S the median age of entry first union 
J 

due to cause J if phenomenon were to be observed in s pure farm 

(Henry, 1959). the cause-specific hazard ~.(t;Z) is assumed to 
J 

describe the phenomenon of entrance into first union due to cause J ln 

pure farm, the estimation of Me,(Z) and Pl0.(Z) is only based on 
J J 

hazard ~,Ct;Z), and the mathematical procedure is equivalent to the problem 
J ~ 

outlined in Append~x E6. (In formuIa (E6.8) one has to replace FCaL;z) by 

!he pseudo c.d.f. Gj(aL;z); A(aZ_
1
;z) by the pseudo cumulative hazard 

Aj (aZ_1;z) and 0ZZ by the cause-speci hazard ~jZZ') 

Finally, note that the description of the process of entry into 

first union due to either marriage or cohabitation is not as yet complete, 

nothing has been said sa far about the ultimate proportions of wamen 

who \-lill ever make a cause-specified entry into first unlon. Estimates of 

these ultimate proportions were not given because of one of the data 

deficiencies signalled in Section 1 - i.e. the exclusion of never 

wamen because of an error in the questionnaire. For the same 

reason, a table of conditional probabilities q,Z(Z) (or q( ')Z(z)) and of 
~ ~ J J 

cumulative probabilities Q,(aZ;z) (or QC.)CaZ;z)) was also omitted. 
J J ~ 

The estimated crude cumulative probabilities Qj(aZ;z) have been plotted 

in Figure c6 with the corresponding observed crude cumulative 

probabilities merely to show that the of the model T~ + TYPE~(ZR + ZE + ZC) 
is fairly good. 
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4. CONCLUDING REMARKS 

The PH model and other models related to it have been 

used ln the work connected with the present text to study the entrance 

into first unlon - either due to marriage or to unmarried cohabitation -

of Flemish women who were born between 1938 and 1962. It was found that 

ordinary PH models do not fit the data adequately. The reason for this 

unsatisfactory fit was seen to be linked to the postponement of entrance 

into first union in the case of women with certain characteristics. 

The following socio-economie and demographic determinants were 

used in this study 

(1°) religious affiliation (grouped four categories, ranglng from 

Roman Catholics with regular Mass attendance to freethinkers), 

highest educational level attained (grouped 

primary, secundary and higher educated women), 

3 categories : 

(3°) birth cohort (grouped into two broad categories 

or ln 1947 and those born af ter 1947). 

those born before 

It was found that the starting point of the process of entry first 

unlon lS affected by both religious affiliation and educational level 

attained Roman Catholics regular Mass attendance tend to postpone 

entry into first union by about year, and higher educated women tend 

to postpone by about 2 years. If the duration variabIe - i.e. the time 

since the 1 birthday (see Section 1) adjusted in view of these 

differences ln starting points, then the effects of the above socio

economie and demographic determinants can further be accounted for through 

an ordinary PH model. In such a model, cat es of women whose process 

of entry into first union can be seen as having different starting points 

are considered to form different strata. The model can then be described 

as a SPH model. 

The ordinary PH model can be seen as a log-linear model for 

contingency tables - a re sult that is partially obtained by the piecewise 

exponential approach (Seetions 2.2-3.2). Terms on the hand 

of the equation characterising such a model either on time or on the SOC10-

economico-demographic determinants used, but not on both time and these 

determinants together. A SPH model is obtained by introducing 
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terms depending on time and the determinants simultaneously l.e. 

by introducing interaction between time and these determinants. The general 

SPH model in this manner does not yield an estimation ( 

max l mum techniques) of the amounts by which the process of 

entry into unlon lS in moving from one stratum to another. 

However it does allow for the speeifieation and inelusion of the optimum 

form of stratifieation suitable for the case ln hand. Onee an optimum 

stratifieation is found, the amounts by whieh the proeess has to be shifted 

in moving from one stratum to another can be estimated mueh more easily -

for instanee by visual inspection of observed and/or estimated schedules 

and comparison of them aeross strata. 

The results of the analysis of unlon as sueh have been 

put to further use in the s of cause specified first 

It was found that the particular stratification (and shifts) used in 

connection with first union as such was 

analysis too. 

for the cause-specific 

Technically, the cause of entering first unlon has been handled 

(by us) the same way as the socio-economie and demographic determinants 

used, It was consequently easy to check whether or not the hazard of 

entry first marriage and the hazard of entry into (unmarried) 

cohabitation are proportional. It was found that they were fact 

proportional. (If they were not, an of whether or not the 

process of first marriage starts later/earlier than the process of 

(unmarried) cohabitation depending on socio-economie and demo-

characteri s could be made.) 

The methods used in this are essentially related to 

multivariate multistate modeIs. of the methodology 

can readily be en vi Analyses of different (e.g. analysis 

of entering into unlon, analysis of termination of first union, 

analysis of remarriage, .... ) which are usually done separately, could 

be done simultaneously : with consequent ease of comparison. Application 

of PH assumptions such extended state analysis would advant 

allow for the comparison of different processes the use of just 

a few parameters. 
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In more complex multistate the importance of time 

dependent determinants will increase rapidly. The likelihood methods 

used in this study then no longer be applicable as such. Suitable 

partial likelihood inference methods will consequently have to be dealt 

with. The GLIM3 oriented estimation techniques will then be unfortunately 

more difficult and less attractive for the user. 

One of the important sadvantages of the methods presented in 

this paper consists of the fact that the range of shift suitable for any 

given process cannot be estimated by maximum likelihood techniques. 

This problem could be avoided by using parametric models instead of the 

semi-parametric models used in this text. Studies planned for the near 

future will examine how the semi-parametric methods used above could be 

replaced by others which are fully parametric. In this context note that 

such parametric PH methods would be very close to the Coale-McNeil nuptiality 

model (Coale and McNeil) 1972). Our own parametrized form of the SPH model 

is also) in point of fact) very close to the Coale-McNeil model: both 

these models carry a shift parameter (b one case) a in the other)) a speed 
o 

parameter (relative risks as opposed to k) and the ultimate proportion 

(c bath models). Certain differences however need to be underlined. 

The Coale-McNeil model (leaving aside the shift parameter a ) an o 
accelerated failure time model (Vanderhoeft, 1983). Hence, the interpretation 

of relative risks on the one hand and the speed parameter k on the other, 

lS not the same relative risks are multiplicative modifications of the 

hazard, whereas k is a multiplicative modification of the time variable 

itself. 

Another disadvantage of the maximum likelihood methads used 

relation to general SPH models) is that the number of nuisance parameters 

(i.e. the base-line hazards needed) might become toa large, entailing a 

consequent loss in efficiency (of the maximum likelihood estimates). 

This problem would perhaps be solved either by eliminating the nuisance 

parameters through partial likelihood techniques or by introduc 

suitable shift parameters. Note however that the strata to be used in 

both these cases should be known advance. 



-76-

Footnotes 

(1) Time-censoring lS also referred to as Type I censoring, see e.g. 

Lawless (1982). Because of this type of censoring, the observed 

individual data (1.2) - which is merely subject to random censoring 

(LawIess, 1982) - and the grouped data (1.4) are not equivalent, 

ln the sense that (1.2) contains more information than (1.4). 

In other words, the likelihood for (1.2) and the likelihood for (1.4) 

with L=21 are not proportional. However, the difference is small since, 

as mentionned before, the number of women exposed to sk at exact 

age 36 is small compared to the total sample Any resulting 

from the time-censoring in question is therefore small and may be 

ignored in the steps leading from the likelihood for the individual 

data (1.2) to the likelihood for the time-censored grouped data (1.4) 

(with L=21) - see Section 2.1. 

(2) The contribution to the likelihood of subgroups Z for which no woman 

is observed is 1. 

(3) We do not here specify the endpoint aL of the L-th interval. This end-

point can be either a time (or age) limit beyond which the event 

studied does not occur - as is customary in actuarial pract - or any 

other fixed (finite) timepoint. Mbreover, the number of intervals L 

can be finite or infinite. Later on, we take both Land 

fini te. 

, to be 

(4) To avoid technical problems ln estimating the parameters aZ' we will 

work - in practice - with a finite number of intervals L (of 

length). (Otherwise, we would have an infinite number of parameters 

al (Z=l, ... +oo)). Similarly, i&Lthe last interval was [aL_ 1 ,+00), 

then, with a constant hazard e , we would have A( or c=S(oo)=l, 

if aL is equal to -00. This too would cause computational problems. 

Note however that we don't need to specify L (or aL) in theoretical 

discussions. 

(5) For this and other assumptions see e.g. Holford (1976) and Menken 

et al (1981). Note that for the very fast interval (L=21) considered 

ln the applications later on the censoring of the wLZ women is uniform 
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over the interval, but nLZ -dLZ women .are censored at exact time aL; 

see Section 1 and footnote (1) for details. 

(6) It may be shown that the shift parameter bz does not depend on the 
1 

choice of the reference subgroups. Whence the notation. The relative 

risks exp (wz ), on the contrary, depend on the choice of the reference 
1 

subgroups. However, we do not make reference to this in our notations. 

(7) The parameters exp (Sz) will whenever lS necessary - be referred 

to as within-stratum reZative risks. 

(8) GLIM3 is developed by the Numerical Algorithms Group (NAG). One should 

not read this text without having the GLIM3-manual (Baker and Nelder, 

1978) at hand. 

(9) Prom equation (2.38) we can derive the equation 

( 10) 

The expression "log-linear model relation to rates" refers to the 

occurence-exposure rates MZz/Ezz and the corresponding linear 

predictors aZz - i.e. the linear combinations of the covariates 

(or dummies representing these covariates) involved. 

Any shift parameter b 
z1 

used has ln fact been measured as being 

to an integral number of years. In general the shifts could be 

measured in fractions of one year. Then, however, the length of 

equal 

the 

intervals [a Z_
1

,aZ) would have to correspond to these fractions. 

Note that, in order to use GLIM3 and to parametrized SPH-models, 

(1°) all the intervals [a
Z
-

1
,aZ) need to have the same length (taken 

as a and called a ), and the shifts b should be 
z1 

measured in terms of this unit. This unit-length can thus be for 
1 1 

instanee 1 year, or 1 semester (2 year), or 1 month (12 year) , etc. 
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(11) The models T' + REL + EOU + COH,T" + REL + EOU + COH and 

TIII + REL + EOU + COH are not nested (Baker and Nelder , 1978). 

They can therefore not be compared the differences between 

their respective scaled devianees and corresponding degrees of 

freedom. Comparisons can hO"weyer be made through their respective 
.... 2 

p-values, or through their respective mean deviances XL/V' 

(12) Given that the ultimate proportion c(z) is defined as follows 

c(Z) = F(t;Z), 
t+ oo 

... 
and Slnce F(t;z) increases with time t, the quantity F(aL;z) with 

finite aL - would normally underestimate the ultimate proportion c(z). 

The data used however are not fully representative of the Flemish 

female population, since 469 never married women have in fact been 
..., 

excluded from the analysis. This causes F(aL;z) to be an overestimate 

of the parameter c(z) : see the high values F(aL;z) in Table A6. 

(13) The terminology used by Lawless (1982) is adopted : thus terms like 

cause-specific hazard, p.d.f., .... and pseudo cumulat 

will be used. 

hazard, ... 

(14) only risk j operative in [t,t+~t) means that there is only a 

chance of entering the state of first union in [t,t+~t) due to cause J. 

Similarly, if all risks are operative in [t,t+~t) means that the chance 

of entering the state of first union in [t,t+~t) due to any specified 

cause could be influenced by the presence of other causes. Further, 

we use the terms cause and risk as in Chiang (1968, p. 243). I.e. the 

condition of first union is referred to as cause after the time of 

entering first union, but is called risk before the time of entering 

first union. 

(15) This assumption is also adopted implicitly by Chiang (1968) where he 

defines a net probability qi6 (p. 246), and by Pollard (1973) where 

he defines a related single-decrement table (p. 15, lines 4-5). 
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( 16) In the terminology of Pollard (1973), Q j (t;z) is a dependent probabili ty. 

Note that f.(t;z) 
J . 

specific c.d.f .• 

d = --dt Q.(t;z). Thus, we could call Q.(t;.z) a cause-J .. J 

However, we believe that the term crude (or dependent) 

is more suitable when reference is made to the presence of all risks. 

(17) In the terminology of pollard (1973), net probabilities would be 

called independent probabili ties. 

(18) The final model used in connection with data on age of entry into first 

unlon was a SPH model in which the stratification was parametrized 

through simple shifts. As explained earlier in the text, the general 

SPH model implies a PH model in each stratum (see Section 2.3). 

Moreover its parametrized version allows us to avoid a direct consideration 

of the shifts (or stratification) if the discussion were to focus on 

the relative risks. Therefore, we can discuss the proportionality of 

(total and/or cause-specific) hazards in the presence of competing risks 

in terms of the ordinary PH model. 

(19) In more extended analyses stratification according to causes could 

be defined in a similar way. Consider for instance the following 

schema, representing the transitions to be dealt with in our analysis 

of the beginning and termination of first union. 

Married __________ (_2~,~1~,_1_) ______ ~~~ Divorced 

(2,2,1)~ 
Separated 

-~--------------------~~~ Married 

(2,2,2) 

The transitions could be coded by a three-dimensional vector J = (j1 ,j2,j3) 

as indicated in the above schema. The "stratification" according to j1 

would then for example be equivalent to the assumption that the hazards 

corresponding to the transitions into first union are proportional and 



-80-

that likewise the hazards corresponding to the transitions. out of 

union are proportional, further? the fication" according 

to j 1 and j 2 would be equivalent to the assumption that the hazards 

corresponding to the ions into unlon are proportional, 

that the hazards corresponding to the transitions out of first marriage 

are proportional, and that the hazards corresponding to the transitions 

out of first cohabitation are proportional. Note that the coding of 

the transitions depends on the stratifications to be examined. More 

complex schemas may be In fact, any multidimensional schema 

may be treated by the same methods. 

(20) This test is conditional on the stratification (according to covariates 

ZR and ZE) and its parametrized form, and on the additive structure 

used with the covariates ZR, and ze - i.e. ZR + ZE + ze. An uncon-

test concernlng the of TYPE on the time parameters 

consists of the comparison of the scaled deviances corresponding to 

the fits 

$FIT 

and 

where T is not adjusted for a shift. Note that this lS a 

goodness-of-fit test for the former model, since the latter denotes 

the saturated model. 

A 

(21) Each risk exp (À. ) was treated separately ln order to 
JZ 

facilitate the construction of the GLIM3-macro FADE (Appendix D) 

which had to be used for the computation of the parameter estimate 

and s standard errors. Hence, no covariances were estimated for 

the relative risks exp ( Z). The same procedure is followed for 

the other parameters discussed in the rest of Section 3.5. 
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Table Al. Goodness-of-fit of a PH model and various SPH models for data on 

union. 

Model 

T + REL + EDUC + COH 

EOU * T + REL + COH 
EOU * (T + REL + COH) 

STR * T + REL + EOU + COH 
STR * (T + REL + EOU + COH) 

TI + REL + EOU + COH 
Til + REL + EOU + COH 
Tm + REL + EDU + COH 

T* + REL + EOU + COH 

659.93 

.08 

. 81 

.05 

1. 73 

1. 81 

.82 

483.02 

410.34 

likelihood rat 

~2 

Xp = e Pearson 

v = degrees of freedom 

398.64 

378 . 

439. 

427.15 

551. 

476.60 

503.87 

443.60 

v 

375 

335 
327 

355 
351 

374 

373 

372 

chi-squared statistic 

statistic 
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Table A2. Chi-squared s, with corresponding 

fitting SPH models wherein the stratification 

2-years-shift for the HIGH-education group relat 

of freedom, af ter 

as a 

to the other ones. 

~2 ~2 -x~ A I Iv-v A I Model XL Xp v , 

TI! 

r l + REL 
Til + EOU 
Til + COH 
Til + REL + 

Til + REL + 

Til + EOU + 

Til + REL + 

Til + REL * 
Til + REL * Til + EOU :* 

Til + REL * r l + REL :* 

Til + EOU :* 

Til + REL :* 

Til + REL :* 

Til + REL :* 

Til + * 
Til + REL :* 

687.86 771.09 .04 6 

609.30 691. T3 3 

628.33 658.79 377 .51 4 

609.94 689.00 378 . 12 5 

EDU 551.35 579.50 374 91. 

COH 550.40 627.16 2 

COH 512.23 534.62 376 .41 3 

EOU + COH A=459. 82 476.60 vA=373 , 
EOU 539.39 561.01 368 

COH 545.31 620.64 372 

COH 504.10 520.94 374 

EOU + COH 448. 14 459.47 367 11. 6 

COH + EDU 5. 470.20 370 4. 3 

COH + REL .77 463.84 371 7. 2 

EDU t REL :* COH 444.67 455.78 364 15. 15 9 

EOU + EOU :* COI:l 448.59 365 17. 8 

COH + EOU * COH .99 457.39 368 11- 5 

EOU + REL • COH + EOU * COH .70 444.68 362 21. 12 1 1 

EOU :* COH 441. 09 356 24.87 17 

and v see Table A1. 

1 
- likelihood ratio A -, corresponding to the 

difference between a model ratio chi-squared 

statistic xi, and the model r l + REL + EOU + COH, if the two 

models are nested. 

the corresponding degrees of freedom. 

: roodels are not nested. 
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Table A3. Analysis of deviance table for SPB rr.~dels wherein the stratification 

lS parametrized as a 

to the other ones. 

for the HIGH-education grQUp relative 

Degrees Mean 
Souree of deviation Effects controlled for Deviance of Deviance 

freedom Ca) 

REL Til 78.56 3 26. 19 

EDU Til 59· 2 ·77 
COH Til . 92 77 . 
REL r' + EDU + COH 52.41 3 17.47 

EOU Til + REL + COH 90.58 2 45. 

COH T" + REL + EOU 91. 91.53 

REL Til + EOU :*: COH 51.33 3 17 . 11 

EOU Til + REL :*: COH 90.08 2 45.04 

COH Til + REL :*: EOU 91.25 91. 

REL :*: EOU } 11 .68 6 1. 95 

REL :*: COH ma1n effects 4.59 3 L 

EOU * COH 7. 2 3.52 

REL :*: EOU } ma1n effects and 9.29 6 1. 55 

REL * COH other 2-way 1.01 3 .34 

EOU * COH interactions 5.97 2 2.99 

all 2-way interactions maln effects 21 . 12 11 1.92 

3-way interaction ma1n effects and all 3.75 6 .63 

2-way interactions 

all interactions main effects .87 17 1. 46 

Ca) The mean deviance lS the deviance per degree of freedom. 
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Table A4. Shift parameters bz and estimated relative risks exp (S~), together with 

their standard errors, under the model T* + REL + EDU + COH . 

Relati ve 
( standard 

COH 
EDU REL 48-62 

PRI RC RMA 1. 

RC IRMA .9743 

( .0469) 

NRA 1. 1167 

( .0862) 

FREE .9721 

( .0864) 

SEC RC RMA .6192 

( .0325) 

RC I RI~A .6033 

( .0436) 

NRA .6915 

( .0640) 

FREE .6019 

(.0618) 

HIGH RC RMA .5738 

( .0370) 

Re IRMA .5590 

( .0475) 

NRA .6408 

( .0658) 

FREE .5578 

( .0590) 

. k(a) rlS 
error) 

38-47 

.6637 

( .0284) 

.6466 

(.0453) 

.7411 

( .0680) 

.6451 

( .0657) 

.4109 

( .0306) 

.4004 

(.0375) 

.4589 

( .0503) 

.3995 

( .0472) 

.3808 

( .0323) 

.3710 

( .0389) 

.4253 

(.0507) 

.3702 

( .0452) 

Shift (b) 
(in years) 

o 

-1 

-1 

-1 

0 

-1 

-1 

-1 

+2 

+1 

+1 

+1 

(a) Relative to subgroup RC RMA-PRI-38-47; see footnote (18). Standard errors were 
calculated using the GLIM3-macros which are shown in Appendix B4 and D. 

(b) Shift parameters bare relative to subgroup RC RMA-PRI. A negative (positive) 
shift parameter b zindicates that wamen in subgroup Z experience entry into first 
union earlier (later) than wamen in the reference subgroup. 
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Table A5. Covariate effects under the model T* + REL + EDU + COH. 

Relative risk(a) Shift (a) 

(standard error) 

REL RC RMA 1. 0 

RC IRMA .9743 -1 

( .0469) 

NRA 1. 1167 -1 

( .0862) 

FREE .9721 -1 

( .0864) 

EDU PRI 1. 0 

SEC .6192 0 

(.0325) 

HIGH .5738 2 

( .0370) 

COH 48-62 1. 0 

38-47 .6637 0 

( .0284) 

(a) Relative to the first category of the covariate. 
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Table A6. Estimated (A) versus observed (~) conditional probabilities (qz(z)) 

and cumulative probabilities (F(aZ;z)) of entry into first union, per 

subgroup. 

SUBGROUP z : RC RMA - PRI - 48-62 

INDEX ENDPOINT OBSERVED ESTIMATED OBSERVED ESTIMATED 
INTERVAL AGE COND.PROB. COND.PROB. CUM. PROB. CUM.PROB. 

INTERVAL ENTERING ENTERING ENTERING ENTERING 
lST UNION lST UNION lST UNION lST UNION 

Z aZ+15 qZ(z) qZ(z) F(aZ;z) F(aZ;z) 
-------------------------------------------------------------

1 
3 
6 

11 
16 
21 

SUBGROUP 

1 
3 
6 

11 
16 
21 

z 

16. 
18. 
21. 
26. 
31. 
36. 

16. 
18. 
21. 
26. 
31. 
36. 

RC 

0.0000 
.0345 
.3448 

RMA - PRI 

0.0000 
.0366 
.1594 
.3750 
.3333 

0.0000 

-

.0016 

.0217 

.3129 

.5844 

.3824 

.0002 

38-47 

.0011 

.0144 

.2205 

.4416 

.2737 

.0001 

SUBGROUP z : Re RMA - SEC - 48-62 

1 16. 0.0000 .0010 
3 18. .0097 .0135 
6 21. . 29:54 .2074 

11 26. . :5:5:56 .4194 
16 31. O. 0000 .2580 
21 36. .0001 

SUBGROUP z RC RMA - SEC - 38-47 

1 16. 0.0000 .0007 
3 18. 0.0000 .0090 
6 21. .1446 . 1429 

11 26. .4524 .3029 
16 31. .2222 .1797 
21 36. 0.0000 .0001 

SUBGROUP z Re RMA - HIGH - 48-62 

0.0000 
.0345 
.6611 

0.0000 
.0366 
.2927 
.9390 
.9756 
.9878 

0.0000 
.0144 
.4317 
.9434 
.9830 

0.0000 
0.0000 

.2111 

.8722 

.9611 

.9778 

.0016 

.0285 

.4937 

.9893 

.9990 

.9997 

.0011 

.0190 

.3635 

.9508 

.9897 

.9956 

.0010 

.0178 

.3439 

.9398 

.9860 

.9936 

.0007 

.0118 

.2440 

.8451 

.9410 

.9651 

-------------------------------------------------------------
1 16. 0.0000 .0000 0.0000 .0000 
3 18. 0.0000 .0009 0.0000 .0009 
6 21. .0600 .0451 .0662 .0609 

11 26. .3333 .3749 .8040 .8135 
16 31. .5000 .2099 .9571 .9710 
21 36. .2416 .9897 

SUBGROUP z RC RMA - HIGH _. 38-47 

--------------------------------------------------------------
1 16. O. 0000 .0000 O. 0000 .0000 
3 18. O. 0000 .0006 0.0000 .0006 
6 21. .0141 .0302 .0141 .0408 

11 26. .24·14 .2679 .6901 .6720 
16 31. .2500 . 14-48 .9155 .9045 
21 36. .5000 .1677 .9718 .9520 
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SUBGROUP Z : RC IRMA - PRI - 48-62 

INDEX ENDPOINT OBSERVED ESTIMATED OBSERVED ESTIMATED 
INTERVAL AGE COND.PROB. COND. PROB. CUM. PROB. CUM. PROB. 

INTERVAL ENTERING ENTERING ENTERING ENTERING 
lST UNION lST UNION lST UNION lST UNION ... 

Z aZ+15 QZ(Z) qZ(Z) F(aZ;Z) F(aZ;z) 
-------------------------------------------------------------

1 16. .0060 .0053 0.0000 .0053 
3 18. · 1465 .0754 . 1867 .0997 
6 21. .4714 .4429 .7711 .7125 

11 26. .2500 .5071 .9739 .9941 
16 31. .1989 .9990 
21 36. .0001 .9996 

SUBGROUP Z RC IRMA - PRI - 38-47 

1 16. .0170 .0035 0.0000 .0035 
3 18. .0819 .0507 .0909 .0673 
6 21. .2804 .3218 .5455 .5628 

11 26. .2727 .3747 .9375 .9667 
16 31. 0.0000 · 1369 .9602 .9899 
21 36. 0.0000 .0001 .9716 .9949 

SUBGROUP z RC IRMA - SEC - 48-62 

1 16. .0014 .0033 0.0000 .0033 
3 18. .0379 .0474 .0472 .0630 
6 21. .2979 .3039 .5121 .5379 

11 26. .3467 .3547 .9535 .9582 
16 31. · 1667 · 1283 .9811 .9863 
21 36. .0001 .9927 

SUBGROUP z RC IRMA - SEC - 38-47 

1 16. 0.0000 .0022 0.0000 .0022 
3 18. .0159 .0317 .0159 .0422 
6 21. .2556 .2137 .3694 .4009 

11 26. .3529 .2523 .9299 .8784 
16 31. .0769 .0871 .9618 .9421 
21 36. O. 0000 .0001 .9809 .9620 

SUBGROUP z RC IRMA - HIGH - 48-62 

1 16. 0.0000 .0000 0.0000 .0000 
3 18. .0043 .0030 .0085 .0039 
6 21. .0673 · 1038 . 1068 .1569 

11 26. .2857 .3364 .8821 .8708 
16 31. .5000 · 1252 .9806 .9722 
21 36. · 1028 .9896 

SUBGROUP Z RC IRMA - HIGH - 38--47 

1 16. O. 0000 .0000 0.0000 .0000 
3 18. .0156 .0020 .0156 .0026 
6 21. .0317 .0701 .0469 .1071 

11 26. · 1.905 .2382 .7344 .7428 
16 31. .3333 .0850 .9375 .9072 
21 36. 0.0000 .0694 .9687 .9517 
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SUEGROUP z : NRA - PRI - 48-62 

INDEX ENDPOINT OESERVED ESTIMATED OBSERVED ESTIMATED 
INTERVAL AGE eOND.PROE. eOND.PROE. eUM.PROB. CUM.PROB. 

INTERVAL. ENTERING ENTERING ENTERING ENTERING 
lST UNION lST UNION lST UNION lST UNION 

~ 

Z aZ+15 qZ(z) qZ(z) F(aZ;z) F(aZ;z) 
--------------------------------------------------------------

1 16. 0.0000 .0060 0.0000 .0060 
3 18. . 1250 .0859 .1250 · 1134 
6 21. .6250 .4886 .8750 .7604 

11 26. .5555 .9972 
16 31. .2245 .9996 
21 36. .0002 .9999 

SUBGROUP z NRA - PRI - 38-47 

1 16. 0.0000 .0040 0.0000 .0040 
3 18. 0.0000 .0579 0.0000 .0768 
6 21. .4000 .3592 .6000 .6126 

11 26. 0.0000 .4162 .9333 .9798 
16 31. O. 0000 .1552 .9333 .9949 
21 36. 0.0000 .0001 .9333 .9976 

SUBGROUP z NRA - SEC - 48-62 

1 16. .0095 .0037 0.0000 .0037 
3 18. .0588 .0541 .0762 .0718 
6 21. .2951 .3398 .5810 .5872 

11 26. .6667 .3948 .9581 .9737 
16 31. · 1456 .9927 
21 36. .0001 .9965 

SUBGROUP z NRA - SEC - 38-47 

1 16. O. 0000 .0025 0.0000 .0025 
3 18. .0426 .0363 .0816 .0483 
6 21. .1282 .2409 .3061 .4441 

11 26. .2857 .2834 .8980 .9107 
16 31. 0.0000 .0992 .9592 .9618 
21 36. 0.0000 .0001 .9592 .9764 

SUBGROUP z NRA - HIGH - 48-62 

-------------------------------------------------------------
1 16. 0.0000 .0000 o. 0000 .0000 
3 18. O. 0000 .0035 0.0000 .0045 
6 21. .1728 .1180 .2608 · 1777 

11 26. .4000 .3750 .9190 .9042 
16 31. · 1422 .9835 
21 36. .1169 .9947 

SUBGROUP z NRA - HIGH - 38--47 

1 16. 0.0000 · 0000 0.0000 .0000 
3 18. O. 0000 .0023 0.0000 .0030 
6 21. .1000 · 0799 .1000 · 1218 

11 26. .3333 .2680 .8000 .7892 
16 31. .0968 .9344 
21 36. .0792 .9690 



Table A6. Continued -92-

SUSGROUP Z : FREE - PRI - 48-62 

INDEX ENDPOINT 
INTERVAL AGE 

INTERVAL 

Z a Z+15 

1 
3 
6 

11 
16 
21 

SUBGROUP 

1 
3 
6 

11 
16 
21 

SUBGROUP 

1 
3 
6 

11 
16 
21 

z 

z 

16. 
18. 
21. 
26. 
31. 
36. 

16. 
18. 
21. 
26. 
31. 
36. 

16. 
18. 
21. 
26. 
3l. 
36. 

FREE 

FREE 

OBSERVED 
COND. PROS. 
ENTERING 
1ST UNION 

qz(z) 

0.0000 
.2308 
.7500 

ESTIMATED 
COND. PROS. 
ENTERING 
1ST UNION 

qz(Z) 

.0053 

.0752 

.4422 

.5063 

.1985 

.0001 

- PRI - 38-47 

0.0000 
.0833 
.5714 

- SEC 

0.0000 
.0556 
.2933 
.5000 

0.0000 

.0035 

.0506 

.3212 

.3740 

.1366 

.0001 

- 48-,62 

.0033 

.0473 

.3033 

.3541 
· 1280 
.0001 

SUBGROUP Z : FREE - SEC - 38-47 

1 16. 0.0000 .0022 
3 18. O. 0000 .0316 
6 21. . 1905 .2133 

11 26. 0.0000 .2518 
16 31. 0.0000 .0869 
21 36. .0001 

SUBGROUP Z FREE - HIGH - 48-62 

1 16. 0.0000 .0000 
3 18. 0.0000 .0030 
6 21. .1188 · 1035 

11 26. .2308 .3358 
16 3l. · 1250 
21 36. .1026 

SUBGROUP Z FREE - HIGH - 38-47 

OBSERVED 
CUM. PROS. 
ENTERING 
1ST UNION 

F(aZ;z) 

0.0000 
.2308 
.9231 

0.0000 
.0833 
.7500 

0.0000 
.0893 
.5205 
.9690 
.9690 

0.0000 
.0370 
.3704 
.9630 
.9630 

0.0000 
0.0000 

. 1521 

.7664 

ESTIMATED 
CUM. PROB. 
ENTERING 
l~T UNION 

F(az;z) 

.0053 

.0995 

.7117 

.9940 

.9990 

.9996 

.0035 

.0672 

.5620 

.9665 

.9898 

.9948 

.0033 

.0628 

.5371 

.9579 

.9862 

.9927 

.0022 

.0422 

.4002 

.8778 

.9417 

.9617 

.0000 

.0039 

.1566 

.8702 

.9719 

.9895 

-------------------------------------------------------------
1 16. O. 0000 .0000 0.0000 .0000 
3 18. O. 0000 .0020 O. 0000 .0026 
6 21. . 1000 .0700 .1000 .1069 

11 26. .5000 .2378 .8500 .7421 
16 31. 0.0000 .0848 .9000 .9067 
21 36. 0.0000 .0693 .9500 .9514 
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Table A7. Estimated first decile P10(Z) and median Me(z) under the model 

T*+ REL + EOU + COH.(a) 

EOU 

PRI 

SEC 

HIGH 

REL 

RC RMA 

RC IRMA 

NRA 

FREE 

RC RMA 

RC IRMA 

NRA 

FREE 

RC RMA 

RC I RIVlA 

NRA 

FREE 

48-62 
P10(z) 

18.9 

18.0 

17.8 

18.0 

19.3 

18.3 

18.2 

18.3 

21.4 

20.4 

20.3 

20.4 

COH 

38-47 

Me(Z) P10(Z) 

21.0 19.2 

20.1 18.3 

19.8 18.2 

20.1 18.3 

21.7 19.7 

20.8 18.7 

20.5 18.6 

20.8 18.7 

23.8 21.8 

22.9 20.8 

22.7 20.7 

22.9 20.8 

~ ... 

Me (z) 

21.6 

20.6 

20.4 

20.6 

22.4 

21.4 

21.2 

21.4 

24.5 

23.6 

23.3 

.6 

(a) Me(z) = t 1+15, where t 1 is the time point sfying F(t 1;Z)!F(a
L

;z) = 
... ... 

P10(Z) = t 2+15, where is the point sat F(t 2;z)!F(a
L

;z) = .10 

(The procedure to calculate Me(Z) and P10(z) is outlined ln E6) . 



Table Relative risks, used for eomparison of or eaus es eompeting risks models 

Cause-spec and subgroup-speci relative risk Relative sk for 

Model Assumpt 

sat 
(a) 

(3. 

( 3. SPH SIl 

( 3. PH III 

(3. PH Il(=SII+RIl) 

( 3. SPH SII, Z 

( 3. SPH SIl,IIl 

(3.63) PH III,y·z=Y' 
J J 

(3.60) PH 11, Z=TZ 

(3.57) PH II,III 

(3.68) SPH SII,III'Àjz=yj+Tz 

(3.61) PH II,III,À. =y.+T 
JZ J Z 

(a) SII and RIl : footnote Fig. 

(b) In PH models T. =T =0' 
JZ Z ' o 0 

and T. Z = O. Also: 
J 0 

(c) In À. Z :f 0, but y. 
Jo J 

(d) In PH and in SPH models : Sz 
o 

Comparison of Z Comparison of J Assumption 

with . (b) with j , z(c) sati (a) z 
0' J 

0 

e 
T. 
JZ 

e 
YjZ 

e 
T. 
JZ 

TZ SI e 
À. 
JZ 

À. 
JZ 

e Ie e SI 

e 

TZ 1 e 
À. À. ÀjZ À. 

JZ JZ Jo Z 
0 Ie I e e 

e e SI, =".+T ZIJ Z 
T y. 

Z e J I, =y.+T e 
Z J Z 

; SI : assumption I holds within each stratum. 

SPH modeIs: Zand Z are subgroups of the same stratum - l.e. Z 
o 

= 0 but À. :f 0 in 
JZ o 

= y. = O. 
Jo 

= 0; see (b) for Zand Z 
o 

ln SPH modeIs. 

total hazard 

Comparison of Z 

with Z (d) 
0 

SZ 
e = e 

À. 
SZ À. JZ 

e = (I: e JZ)/(I: e 0) 

j J 1 
\0 
..p... 
I 

TZ e e 
À. 

Sz À. JZ 
(I: e JZ)/(I: e 0) e 
J J 
TZ e = e 

T Z 
e = e 

) -



Table A9. and relative risks 1n parametrized SPH models 

Comparison through 

hazards 

Parametrized SPH Comp. of Comp. of Z1 and of j with 

Model origin 1n Z10' given j, Jo' given Z 
( 

Z1 and Z10 aft er adj ust ing 
. . (b) 

for or1g1n 

I 
W. T. 

JZ 1 J 
(3.69-70a) (3.66) hz e :::: e 

1 

w. 
JZ 1 

Z 
(3.69-70b) (3.67) hz 

0 e = e 
1 

w. À~ YjZ À~ À~ 
JoZ' Jo Z JZ Jo 

(3.71 (3.65) h 0 Ie e =e e =e 
zl 

w. À~ y. À~ À! 
J oz 1 J J JZ Jo Z 

(3.71 (3.68 ) hz Ie e =e e =e 
1 

(~) Z1 and Z10 are different strata; Z10 1S the reference stratum : h =0. 
Z10 

(b) I.e. comparison of the reference subgroup Zo (in stratum Z1) with the reference 

exp (w. Z ) 1S 
Jo 1 

(c) Zand Z are 
o 

there exists a reference cause (i.e. if 111 holds). 

1n the same stratum (Z1)' 

Z 

Comparison 

total hazards 

Comp. of Z Comp. of Z 

Z 
.(c) 

Z 
(c) 

0' J 
0 

T~ 
Z Z Jo Z 

e =e Ie 

, 
SZ T

Z Z Z 
0 

e =e e =e 

À~ À! Sz À! 
Z JZ JZ Z JZ 

Ie 0 
=(~ ) I (~ 0) ~ e =e e 

V1 
J J I 

À! À! Sz À! À'. 
JZ JZ JZ JZ 

Ie 0 
=(~ e )/(~ e 0) e =e e 

j J 

Z (in stratum Z10); w. =0; 
00 JZ 10 



Table A10. Specification of the 

risks models 

-96-

predictor 

Model GLIM3 expres of the linear predictor(a) 

( 3. T*TYPE*Z 

(3. T*TYPE*Zl+TYPE*Z 

(3. T*Z+TYPE*Z 

(3. T*:TYPE+ TYPElltZ 

(3.67) T*:TYPE*Zl+Z 

( 3. T*:Zl+TYPE*Z 

(3. T*Z+TYPE 

(3.60) T*TYPE+Z 

(3.57) T+TYPE*Z 

(3.68) T*Zl+TYPE+Z 

(3.61) T+TYPE+Z 

, under various 

(a) Z stands for an expresslOn depending on ZR (i.e. REL), ZE (i.e. EOU) and/or 

ze (i. e. eOH). 

Zl stands for an expression depending on the stratifying covariates only. 
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Table A11. Relative risks exp (À~ ) under the model T~ + TYPE*(ZR + ZE + Ze) 
JZ 

ze 
48-62 38-47 

ZE ZR 

PRI Re RMA 1. .0039 .6997 .0011 

(.0029 ) (.0309) ( .0000) 

Re IRMA .9194 .0713 .6433 .0200 

( .0448) ( .0161) ( .0461) (.0051 ) 

NRA .9164 .2403 .6412 .0673 

(.0763) ( .0625) (.0627) ( .0191) 

FREE .7087 .2615 .4959 .0733 

( .0724) (.0709) (.0567) ( .0215 ) 
---------------------------------------------------------------------------------

SEC Re RMA .6266 .0022 .4384 .0006 

(.0337) ( .0016) ( .0336) ( .0000) 

RC IRMA .5761 .0399 .4031 .0112 

(.0425 ) ( .0057) (.0387) ( .0024) 

NRA .5742 .1345 .4017 .0377 

( .0565 ) ( .0245 ) (.0464) ( .0092) 

FREE .4441 .1464 .3107 .0410 

________________________________ L~Q~~~l ____ L~Q~~Il _______ L~Q~Q~l ____ L~Q~Q~l ______ 
HIGH Re RMA .5396 .0041 .3776 .0012 

( .0365) ( .0030) ( .0334) ( .0000) 

Re IRMA .4961 .0760 .3472 .0213 

( .0436) ( .0126) ( .0377) (.0051 ) 

NRA .4945 .2561 .3460 .0718 

(.0541) ( .0508) ( .0346) ( .0188) 

FREE .3824 .2786 .2676 .0781 

( .0453) ( .0480) ( .0359 ) (.0189) 
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Table A.12. SUhgroup-specific relative risks,(a) exp Cv jZ) and subgroup-speci weights 

~ ~ 
8jZ 1lllder the model T + TYPE~(ZR + ZE + ZC). 

ZC 
48-62 38-47 

Y2Z 
~ 

~ Y2Z ~ A 

ZE ZR e 8 1Z 82Z e 8 1Z 82Z 

PRI RC RMA .0039 .9961 .0039 .0016 .9984 .0016 
( .0029) ( .0012) 

RC IRMA .0'776 .9280 .0720 .0311 .9699 .0301 
( .0173) ( .0078) 

NRA .2622 .7923 .2077 .1050 .9050 .0950 
( .0699) ( .0303) 

FREE .3689 .7305 .2695 .1478 .8712 .1288 
(.1048) ( .0450) 

-------------~--------------------------------------~----------------------------------

SEC Re RMA .0035 .9965 .0035 .0014 .9986 .0014 
(.0025) ( .0010) 

RC IRMA .0693 .9351 .0649 .0278 .9730 .0270 
( .0090) (.0059) 

NRA .2343 .8102 .1898 .0938 .9142 .0858 
( .0435) (.0232) 

FREE .3297 .7520 .2480 .1320 .8833 . 1167 
( .0687) ( .0349) 

-----------------------------~----------------------------------------------------_.---

HIGH RC RMA .0077 .9924 .0076 .0031 .9969 .0031 
(.0055) ( .0022) 

RC IRMA .1532 .8671 . 1 .0614 .9422 .0578 
( .0246) ( .0146) 

NRA .5178 .6589 .3411 .2074 .8283 .1717 
( . 1066) ( .0568) 

FREE .7286 .5785 .4215 .2918 .7741 .2259 
(.1363) ( .0743) 

(a) The subgroup-specific relative risks exp C~'1Z) are all equal to 1. 
. . 

Slnce marrlage 

is the reference cause. 
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Table A13· Cause-specific relative risks exp (~. ) 
JZ 

under the model 

Tl + TYPE*(ZR + + ZC) 

ZC 

48-62 38-47 
... ... ~ 

ZE ZR 
T

1Z 
T2Z T

1Z 
T2Z e e e e 

PRI RC RMA 1. 1. .6997 .2802 

(.0309 ) ( .0553) 

RC IRMA l. l. .6997 .2802 

( .0309) (.0552) 

NRA .9967 3.369 .6974 .9441 

( .0769) ( .6171) ( .0615 ) ( . ) 

FREE .7708 3.666 . 5394 1. 

(.0755) ( .6801 ) ( .0577) ( .2760) 
---------------------------------------............. ---'"I!!"" ....... -,-.---::"'".--......,...,...---~-_..-____________________ ..... 

SEC RC RMA .5599 .4384 . 1569 

( .0337) ( . 1279) ( .0336) ( .0507) 

RC IRMA .6266 .5599 .4384 .1569 

( .0337) ( .1279) (.0336) (.0507) 

NRA 1.886 .4369 .5286 

( . 77) (.5410) ( .0466) (.1932) 

FREE . 4830 2.053 .3379 .5752 

( .0534 ) ( .5891) ( .0415 ) (.2102) 
--...... -----------------------------------------------------------~-----~-------~------- -

HIGH RC RMA 1. 1. .6997 .2802 

( .0309) ( . 
RC IRMA l. 1. . 6997 .2802 

( .0309) ( .0553) 

NRA .9967 3.369 .6974 .9441 

( .0769) ( .6171) ( .0615) ( . ) 

FREE .7708 3.666 .5394 1.027 

(.0755) ( .6801) (.0577) ( .2760) 
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8 
Table A14. Relative risks e Z under the model T* + TYPE*~ZR + ZE + ZC) 

ZC 
ZE ZR 48-62 38-47 

PRI RC RMA 1. .6997 

( .0308) 

RC IRMA 1. .6997 

( .0302) 

NRA .9967 .6974 

( .0718) ( .0584) 

FREE .7708 .5394 

( .0673) ( .05 ) 

--------------------------.--------.-------_.--.-.----.----------------

SEC RC RMA .6266 .4384 

( .0336) (.0335 ) 

RC IRMA .6266 .4384 

( .0329) ( .0329) 

NRA .6245 .4369 

(.0578) ( .0448) 

FREE .4830 .3379 

( .0529) (.0394) 
__________ ~ ___ -_ - __ "!'" - __ "!'" __ , ___ '"!'!" _ ...,..-_ -,~.-""!".*e" •• _'''''':'''-,-- ..... -''''::'\_.., _~-_ .-----------------

HIGH RC RMA 1. .6997 

( .0308) 

RC I Rt·1A 1. .6997 

( .0302) 

NRA .9967 . 697l.f 

(.0803) ( .0602) 

FREE .7708 .5394 

( .0744) ( .0554) 



Table A15. Shift 
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b and relat ive 
Z 

1 

T* + TYPE * (ZR + ZE + ZC) 

Stratum z1 

(reference subgroup Z ) bz 0 
1 

PRIjSEC - RC RMA 0 

(PRI - RC RMA - 48-62) 

PRIjSEC - not RC RMA -1 

(PRI - RC IRMA - 48-62) 

HIGH - RC RMA +2 

(HIGH - RC RMA - 48-62) 

HIGH not RC RMA +1 

(HIGH - RC IRMA - 48-62) 

~ 

w. Z 
JO 1 

sks e , under the model 

~ 

w. 
J oz 1 e 

1. 

.9194 

( . ) 

.5 
( . 

. 4961 

( . ) 
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Table A16. Covariate effects under the model T* + TYPE~(ZR + + ZC). 

REL RC RMA 

RC IRMA 

NRA 

FREE 

EDU PRI 

SEC 

HIGH 

COH 48-62 

38-47 

(a) Relati ve to the 

Relative ( a) 

( st andard error) 

Marriage 

1. 

.9194 

( .0448) 

.9164 

( .0763) 

. 7087 

( .0724) 

1. 

.6266 

(.0337) 

.5396 

( .0365) 

1. 

.6997 

( .0309) 

Cohabitation 

1. 

18.37 

(13.14) 

61-

.81) 

67 . 

( 

1. 

.5 

(.1279) 

1.066 

( . 

1. 

( . 

st category of the covariate. 

Shift(a) 

0 

-1 

-1 

-1 

0 

0 

2 

o 

o 
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Table A17. first deciles Pl0.(Z) and medians 
J 

(Z) under the model 

T* + TYPE*(ZR + ZE + ZC) 

marr1age ( j;:: 1 ) First cohabitation (j=2 ) 

ZC ZC 
48 - 62 38 - 47 48 - 62 38 - 47 

PlO P1 (Z) 

PRI RC RMA 19.0 21.1 19.2 21.6 21.2 .5 21.2 25.5 

RC IRMA 18.0 20.2 18.3 20.7 19.9 .8 20.1 24.3 

NRA 18. 1 20.2 18.3 20.7 19.2 22.3 19.9 .9 

FREE 18.2 20.5 18.5 21.1 19. 1 22.2 19.9 .8 

SEC RC RMA 19.3 21.7 19.7 22.3 21.2 .5 21.2 25.5 

RC IRMA 18.4 20.9 18.8 21.5 20.1 24. 1 20.2 .4 

NRA 18.4 20.9 18.8 21.5 19.6 23.2 20.1 • 1 

FREE 18.7 21.3 19·0 21.9 19.5 23.0 20.0 24. 1 
_____________________ ~ _____ .... ---______________ .._---~-_-...,...----,~ _ __:"-""!-"'t"'-_:", ...... ..,...!"'"""...,...'_~-~--- ____ .,....-----

HIGH RC RMA 21.4 24.0 21.8 24.6 23.2 27.3 .2 .4 

RC IRMA 20.5 23.1 20.9 .7 21.9 25.8 22. 1 .3 

NRA 20.5 23. 1 20.9 23.7 21.2 24.2 21.9 25.8 

FREE 20.8 .6 21.1 24.1 21.1 . 1 21.9 25.7 
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APPENDIX B. GLIM3 - PROGRAMMES AND -OUTPUTS 

B1. GLIM3 - programme for fitting the PH model T + REL + EOU + COH. 

SUNIT8 402 
SDATA BT N Dl D2 W REL EDU COH 
SDINPUT 1 
SCALC T=BT-14 
SFACTOR T 21 REL 4 EDU 3 COH 2 
$CALC D=Dl+D2 SDEL Dl D2 
SCALC LE=ï.LOG(N-(W+D)/2) 
$CALC ï.8=0. : ï.8=ï.8-2*D*(ï.LOG(D)-LE)-D 
SPRINT : "8ATURATED MODEL T*REL*EDU*COH " 

" HAS -2*LOG(LIKELIHOOD) = " *9 ï.S 
$YVAR D 
SERROR P 
SOFFSET LE 
SFIT T+REL+EDU+COH 
$DISPLAY L A 
SCALC ï.L=ï.S+ï.DV 
SPRINT : " 

$STOP 

" 
11 

11 

11 

THE CURRENT MODEL HAS 11 

-2*LOG(LIKELIHOOD) = 
LIKELIHOOD RATIO CHI SQUARE = 
PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

11 *9 ï.L 
11 *9 ï.DV 
11 *9 ï.X2 
.. *3 ï.DF 
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B1. (continued) GLIM3 - output af ter fitt the PH model T + REL + EDU + COH 

1 GLIM 3.11 (C)1977 ROYAL STATISTICAL SOCIETY, LONDON 

----- $DATA LIST ABOLISHED 
----- INVALID FUNCTION/OPERATOR ARGUMENTCS) 

SATURATED MODEL T*REL*EDU*COH 

HAS -2*LOGCLIKELIHOOD) = 

SCALED 
CYCLE DEVIANCE DF 

4 659.9 375 

LINEAR PREDICTOR 
7.GM T REL EDU COH 

3906. 52813 

EST I MATE S. E. PARAMETER 
1 -5. 774 .4056 XGM 
0 ZERO ALIASED T(1) 
2 1. 474 .4466 T(2) 
3 2.801 .4143 T(3) 
4 3.626 .4075 T(4) 
5 4.229 . 40:':>3 T(:':» 
6 4.843 . 4041 T(6) 
7 5.283 .4039 T(7) 
8 5. 344 .4052 T(8) 
9 5. 511 .4064 T(9) 

10 5. 573 .4091 T( 10) 
11 5. 588 .4135 TC 11 ) 
12 5.281 .4263 T(12) 
13 5. 133 .4411 T( 13) 
14 4.464 .4943 T(14) 
15 4. 576 .5019 T(15) 
16 4. 861 .4945 T( 16) 
17 4.996 .5014 T( 17) 
18 4.645 .5728 T( 18) 
19 3. 777 .7935 T( 19) 
20 4.379 .6969 T(20) 
21 4.074 .7920 T(21) 

0 ZERO ALIASED REL(1) 
22 .3020 . 4794E-Ol REL(2) 
23 .4248 . 7703E-Ol ·REL(3) 
24 .3333 . 8878E-01 REL(4) 

0 ZERO ALIASED EDU( 1) 
25 -.4933 .5244E-Ol EDU(2) 
26 -1. 198 .6556E-Ol EDU(3) 

0 ZERO ALIASED COH(l) 
27 -.4038 . 4288E-Ol COH(2) 
SCALE PARAMETER TAKEN AS 1.000 

THE CURRENT MODEL HAS 

-2*LOG(LIKELIHOOD) = 

LIKELIHOOD RATIO CHI SQUARE = 
PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

4566.45922 

659. 931083 

693.422384 

375 
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B2. GLIM3-programme for ing the SPH model Til + REL + EDU + COH 

$UNITS 402 
$DATA ET N Dl D2 W REL EDU COH 
$DINPUT 1 
$CALC T=BT-14 : T=1.IF(1.EG(EDU,3),T,T+2) 
$FACTOR T 23 REL 4 EDU 3 COH 2 
$CALC D=Dl+D2 $DEL Dl D2 
$CALC LE='loLOG(N-(W+D)/2) 
$CALC 1.S=O. : 1.S=1.S-2*D*<1.LOG(D)-LE)-D 
$PRINT : : : 11 SATURATED MODEL T*REL*EDU*COH " 

11 HAS -2*LOG(LIKELIHOOD) = " *9 1.S 
$YVAR D 
$ERROR P 
$OFFSET LE 
$FIT T+REL+EDU+COH 
$DISPLAY L A 
$CALC 1.L=1.S+1.DV 
$PRINT : IC .. 

IC .. .. 
$STOP 

THE CURRENT MODEL HAS " 
-2*LOG<LIKELIHOOD) = 
LIKELIHOOD RATIO eHI SQUARE = 
PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

.. *9 'loL 

.. *9 1.DV 
11 *9 1.X2 
11 *3 'loDF 
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B2. (continued) GLIM3 - Output af ter fitting the SPH model Til + REL + EDU + COH 

1 GLIM 3.11 (C)1977 ROYAL STATISTICAL SOCIETY, LONDON 

----- $DATA LIST ABOLISHED 
----- INVALID FUNCTION/OPERATOR ARGUMENT(S) 

SATURATED MODEL T*REL*EDU*COH 

HAS -2*LOG(LIKELIHOOD) = 3906. 52813 

SCALED 
CYCLE DEVIANCE DF 

8 459.8 373 

LINEAR PREDICTOR 
Y-GM T REL EDU COH 

ESTIMATE S. E. 
1 -12. 22 13.25 
0 ZERO ALIASED 
2 6. 169 13.29 
3 6.633 13.26 
4 7.963 13.25 
5 9.237 13.25 
6 10.15 13.25 
7 10.83 13.25 
8 11.40 13.25 
9 11.74 13.25 

10 11.72 13.25 
11 11.79 13. 25 
12 11.73 13.25 
13 11.89 13.25 
14 11.25 13.25 
15 11. 17 13.25 
16 11.06 13.25 
17 10.95 13.26 
18 10. 62 13.26 
19 10. 94 13. 26 
20 11. 31 13.26 
21 10. 91 13. 26 
22 3.335 20.90 
23 3. 148 22.45 

0 ZERO ALIASED 
24 .3009 . 4800E-01 
25 .4395 .7711E-Ol 
26 .2996 . 8878E-Ol 

0 ZERO ALIASED 
27 -. 4826 . 5242E-Ol 
28 -. 5642 . 6454E-Ol 

0 ZERO ALIASED 
29 -.4030 . 4263E-01 
SC ALE PARAMETER TAKEN AS 

THE CURRENT i"IODEL !-lAS 

-2*LOG(LIKELIHOOD) = 
LIKELIHOOD RATIO CHI SQUARE -

PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

PARAMETER 
Y-GM 
TO) 
T(2) 
T(3) 
T(4) 
T(5) 
T(6) 
T(7) 
T(S) 
T(9) 
TOO) 
TOl) 
T( 12) 
T(13) 
T( 14) 
TOS) 
T( 16) 
T(l7) 
T(8) 
T(9) 
T(20) 
T(21) 
T(22) 
T(23) 
REL ( 1) 
REL(2) 
REL(3) 
REL(4) 
EDU(1) 
EDU(2) 
EDU(3) 
COH( 1) 
COH(2) 
1.000 

4366. 34973 

459.821591 

476.602581 

373. 
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. GLIM3-programme for fitting the SPH model T~ + REL + EOU + COH 

$UNIT8 402 
$OATA ET N 01 02 W REL EDU COH 
$OINPUT 1 
$CALC T=ET-14 

: T=XIF(XEQ(EDU, l>*XNE(REL, 1>,T+3,T) 
: T=XIF(XEQ(EDU,2>*XNE(REL,l)IT+3,T) 
: T=XIF(XEQ(EDU, l)*XEG(REL, 1),T+2,T) 
: T=XIF(XEQ(EDU,2)*XEG(REL,l),T+2,T) 
: T=XIF(XEQ(EDU,3)*XNE(REL,l),T+l,T) 

$FACTOR T 24 REL 4 EDU 3 COH 2 
$CALC 0=D1+D2 $DEL Dl D2 
$CALC LE=XLOG(N-(W+D)/2) 
$CALC X8=0. : X8=XS-2*D*(XLOG(D)-LE)-D 
$PRINT : : : .. SATURATED MODEL T*REL*EDU*COH 11 

11 HAS -2*LOG(LIKELIHOOD) = 11 *9 XS 
$YVAR D 
$ERROR P 
$OFFSET LE 
$FIT T+REL+EDU+COH 
$DISPLAY L A 
$CALC XL=XS+XDV 
$PRINT : 11 

$STOP 

.. 
Ol .. 
11 

THE CURRENT MODEL HAS 11 

-2*LOG(LIKELIHOOD) = 
LIKELIHOOD RATIO CHI SQUARE = 
PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

" *9 XL 
.. *9 XDV 
11 *9 XX2 
.. *3 XDF 
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B3. (cont ) GLIM3 - output af ter the SPH model Tt + REL + EDU + COH 

1 GLIM 3.11 (C)1977 ROYAL STATISTICAL SOCIETY, LONDON 

----- $DATA LIST ABOLISHED 
----- INVALID FUNCTION/OPERATOR ARGUMENT(S) 

SATURATED MODEL T*REL*EDU*COH 

HAS -2*LOG(LIKELIHOOD) = 3906. 52813 

SCALED 
CYCLE DEVIANCE DF 

8 410.3 372 

LINEAR PREDICToR 
7.GM T REL EDU COH 

ESTIMATE S. E. 
1 -12. 58 30. 59 
0 ZERO ALIASED 
2 .5967 33. 29 
3 6. 138 30.61 
4 7.364 30. 59 
5 8. 760 30. 59 
6 10.06 30. 59 
7 10.95 30. 59 
8 11.60 30. 59 
9 12.07 30. 59 

10 12.39 30. 59 
11 12.38 30. 59 
12 12.27 30. 59 
13 12.45 30. 59 
14 12.26 30. 59 
15 11.87 30. 59 
16 11.69 30. 59 
17 11. 15 30. 59 
18 11.85 30. 59 
19 11. 10 30. 59 
20 11.60 30. 59 
21 11.85 30. 59 
22 10.94 30.60 
23 3.931 34.63 
24 3.680 37. 94 

0 ZERO ALIASED 
25 -.2609E-01 .4814E-01 
26 .1104 .7715E-01 
27 -.2834E-01 . 8885E-01 

0 ZERO ALIASED 
28 -.4793 . 5240E-01 
29 -. 5554 . 6448E-01 

0 ZERO ALIASED 
30 -.4100 . 4277E-Ol 
SCALE PARAMETER TAKEN AS 

THE CURRENT MODEL HAS 

-2*LoG(LIKELIHOOD) = 
LIKELIHOOD RATIO CHI SQUARE = 
PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

PARAMETER 
Y-GM 
T( 1) 
T(2) 
T(3) 
T(4) 
T(5) 
T(6) 
T(7) 
T(8) 
T(9) 
T(10) 
T(1) 
T( 12) 
T(3) 
T( 14) 
T( 15) 
T(6) 
T( 17) 
T(8) 
T( 19) 
T(20) 
T(21) 
T(22) 
T(23) 
T(24) 
REL(l) 
REL(2) 
REL(3) 
REL(4) 
EDU(l) 
EDU(2) 
EDU(3) 
COH( 1) 
COH(2) 
1.000 

4316.86769 

410.339560 

443. 599732 

372. 
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. Computation of (e0)varianees and standard errors of base-line hazards 

and relative risks in the model r* + REL + EDU + COH. 

Appendix B3 shows the GLIM3-programme for fitting the model 

r* + REL + EDU + COH, and the estimates of the linear parameters with 

their standard errors. These linear parameters are - for the purpose of 

interpretation of the fitted results - transformed into base-line hazards 

and relative risks. It will be shown in this appendix how the (co) vari

anees and standard errors of the new parameters ean be obtained by using GLIM3. 

or 

The model formula ean be written as 

ll(t;z) 

ll(t;z) 

BI 
= ll(t+b ;z ).e Z 

z1 00 

where Z is a subgroup in stratum Z1' and Z 1S the referenee subgroup 
00 

the referenee stratum z10' Sinee Z varies from 1 to 21, and Slnee 

the shift b lS at most 3 (years), the index Z+b of the time parameters 
z1 z1 

a varles from 1 to 24. Hence, 24 base-line hazards exp (aZ)' 1, ••• 24, 

are eomputed. Sinee there are 24 subgroups, 23 relative risks exp (B~) are 

also produeed. In total, 47 new parameters, their standard errors and 

(eo)variances are obtained. This is done by using the GLIM3-macros MUL5, 

J:.:1UL6, }/IUL7, Jl1UL8 and COVkshown in Appendix D. Sinee the macro COVA uses 

a macro PADE - which computes the new parameters and the first order partial 

derivatives of these new parameters with respect to the linear parameters 

estimated by GLIM3 - the basic elements needed for the construct ion of this 

macro are discussed in the following paragraphs. 

If the new parameters are denoted by ~. (i=1, ••. 47) - eorresponding 
1 

to the notations in Appendix D - and if the linear parameters are denoted 

by PE. 1, ..• 30) - eorresponding to the interval names %PE(j) in GLIM3 -
J 

then the ~. are functions of the PE. as follows : 
1 J 

<p. 
1 

for i=2, .••. 24 
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~ . = exp (PE. ) for i=25, ... 30 
1 1 

~. = exp (PEi - 6 + PE28 ) for i=31, ... 33 
1 

~. = exp (PEi -
9 

+ PE
29

) for i=34, ••. 36 
1 

<p. = exp (PEi - 12 + PE
30

) for i=37, ... 39 
1 

9· = exp (PEi - 12 + PE
30

) for i=40,41 
1 

<p. = exp (PEi - n + PE
28 

+ PE
30

) for i=42, .•• 44 
1 

<p. 
1 

= exp (PEi - 20 + PE
29 

+ PE30 ) for i=45, ... 47 

Note that <P1' ... ~24 are the base-line hazards, and <P 25 ",,<P47 are the 

relative risks exp (S~). For instanee, <P 43 lS the relative risks corres

ponding to the subgroup NRA - SEC - 38-47. 

Since the <p. are ordinary exponential functions of the 
1 

a<p. 
1 the first order partial derivatives ----- can easily be found to be 

aPE. 
J 

<p. if <p. is a function of PE. or zero if <p. lS not a function of 
1 1 J 1 

A 47 x 30 matrix A then defined as follows : 

a <p. 
A (a .. ). 4 with a .. =1 if 1 

<p. = = lJ l= 1 , • .• 7 lJ aPE. 1 

j = 1 , ..• 30 J 

a<p. 
=0 if 

1 
O. = 

aPE. 
J 

If FI is the 1 x 47 vector of new parameters <p., and F lS the 47 x 47 
1 

matrix for which any row is equal to the vector FI, then the matrix D 

of first order partial derivatives can be written as the product of 

the matrix F with the matrix A : 
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o = F.A 

Moreover, if PE is the 1 x 30 vector of linear parameters PE., then FI 
J 

can be written as follows : 

FI = exp (PE.AT
) 

T 
where denotes matrix transposition, and exp denotes matrix exponentiation. 

These ideas were used in order to construct the macro PADE. 

The macro PADE uses another macro PHID. These two macros are as 

follows. 

$M PHID ! XI-TH NEW PARAMETER • PARTlAL DERIVATIVES 
$CAL XA=XA-l : XI=XN-XA : FI(XI)=XCU(D(~+(XI-l)*XPL)*XPE(~» 
: FI(7.I)=XEXP(FI(7.I» ! 
: D(~+(XI-l)*XPL)=D(~+(7.I-l>*%PL)*FI(XI) $$ENDM 
$M PADE ! NEW PARAMETERS (FI) • PARTlAL DERIVATIVES (D> 
$VAR XN FI : XM 11 12 D : 7.PL ~ ! 
$CAL Il=XGL(7.N,Y~L) : 12=7.GL(Y~L, 1) : D=XEG(Il,I2) ! 
+XEG(I2,1)*7.GE(Il,2)*XLE(Il,24) ! 
+XEG(I2,25)*(XEG(Il,31)+7.EG(Il,34)+XEG(Il,37)+XEG(Il,4 2)+XEG(Il,45» 
+XEG(I2,26)*(XEG(Il,32)+XEG(Il,35)+XEG(Il,3S)+XEG(Il,43 )+XEG(Il,46» 
+XEG(I2,27)*(XEG(Il,33)+7.EG(Il,36)+XEG(Il,39)+XEG(Il,44 )+XEG(Il,47» 
: D=D ! 
+XEG(I2,28)*(XGE(Il,31>*XLE(Il,33)+XEG(Il,40)+XGE(Il,4 2)*XLE(Il,44» 
+XEG(I2,29)*(XGE(Il,34)*XLE(Il,36)+XEG(Il,41)+XGE(Il,4 5» ! 
+XEG(I2,30)*XQE(Il,37) ! 
: ~=XGL(7.PL, 1) : XA=7.N ! 
$WHI 7.A PHID ! 
$DEL 11 12 ~ ! 
$$ENDM 

To start with, macro PADE computes the matrix A and stores its elements 

ln the GLIM3-vector D. Then the macro PHID is used repeatedly to compute 

the i-th new parameter and its partial derivatives, and to store these 

derivatives in the corresponding components of the GLIM3-vector D. 

Finally, the computation of the new parameters, their standard 

errors and their (co)variances is executed through the GLIM3-statements 

$CALC 7.N=47 $USE COVA 

~ince there are 47 new parameters. The estimated standard errors are as 

follows 
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PAR. EST I MATE S. E. 

1 .3441E-05 O. 
2 .6250E-05 O. 
3 · 1594E-02 · 1597E-02 
4 .5430E-02 · 1837E-02 
5 .2192E-Ol .3871E-02 
6 .8076E-Ol .8567E-02 
7 .1956 · 1645E-Ol 
8 .3739 . 2877E-Ol 
9 .5991 . 4539E-Ol 

10 .8302 . 6467E-Ol 
11 .8172 .7143E-Ol 
12 .7364 . 7591E-Ol 
13 .8822 · 1001 
14 .7228 · 1054 
15 .4919 · 1001 
16 .4115 · 1035 
17 .2382 . 8575E-Ol 
18 .4802 .1372 
19 .2281 · 1033 
20 .3770 .1450 
21 .4835 · 1860 
22 .1938 · 1378 
23 · 1754E-03 .2B47E-02 
24 · 1365E-03 .3062E-02 
25 .9743 . 4690E-Ol 
26 1.117 .8615E-Ol 
27 .9721 . 8637E-Ol 
28 .6192 . 3245E-Ol 
29 .5738 . 3700E-Ol 
30 .6637 .2B38E-01 
31 .6033 . 4363E-Ol 
32 .6915 . 6403E-Ol 
33 .6019 .6180E-01 
34 .5590 . 4746E-01 
35 .6408 .6575E-Ol 
36 .5578 . 5899E-Ol 
37 .6466 . 4529E-Ol 
38 .7411 . 6801E-01 
39 .6451 . 6574E-Ol 
40 .4109 .3056E-01 
41 .3B08 .3230E-Ol 
42 .4004 .3750E-01 
43 .4589 .5026E-Ol 
44 .3995 . 4724E-01 
45 .3710 . 3892E-Ol 
46 .4253 .5068E-01 
47 .3702 .4516E-Ol 

The (co)variances of the new parameters are shown on the next five pages. 



Parameter Estimate Parameter pair Est Parameter pair Estimate tD 
4:::"" 

1. ,Jor 1.0ÛJ .110ef-07 12.00 10.00 .2493E-02 H:88 i&:88 :~~B~:8~ 2.000 1.COO .1008E-12 12.00 11.00 .246SE-02 
0 ~·QPO f:888 :ïHn=r8 12.00 12.00 .5763E-02 17.00 17.00 .7353E-02 

". IJ t, 13.00 1.000 .954óE-OB 18.00 1.000 .5199E-OB 0 
)::S 3 .OC 0 2.COO .41C4E-IO 13.00 2.000 .23ó3E-07 U:88 2.088 :H46~:8~ c+ 3. (lt,O 3.000 .2550E-05 13.00 3.000 .48ó1E-05 3.0 1-"-4.(;l0 1. COO .5023E-10 13.00 4.000 .l8lBE-04 18.00 4.000 .1009E-04 )::S 

4.C\GC ;>.000 .130lE-09 H:88 &:888 :H~g~:8~ 18.00 5.000 .407BE-04 ~ 4. Ol C 3.:);;0 .2607E-07 18.00 6.000 .15131'-03 (1) 
4.0(8 4,00(\ :~~U~=8~ B:88 è:888 :î~ón:8~ 18.00 7.000 .3719E-03 ~ 5.0C I.C:)\) 18.CO 8.000 .7283E-03 
5.,,00 Z.Ov0 .5259E-09 H:88 ïo~88 :~Ma~:B~ 18.00 9.000 .1197E-02 :;.e c c ?OOO .10541:-06 18.00 10.00 .16B9E-02 
5.%0 I,. cco .4037E-06 B:t8 12:88 :~HU:8~ 18.00 11.00 .1691E-02 
~.OCo 5.000 .1498E-C4 18.00 12.00 .1557E-02 
6.(;l'C 1.('0(; .7565F-09 H:88 t;ö88 : ,~9H:8è 16.00 13'88 'i690E-g2 6. OL (, 2.000 .1951E-oa 18.00 14. • 552E- 2 
6.000 3.G~() .3915E-06 14,00 2.000 .19391'-07 16 • 00 15.0g :~8gn:8~ b .liea 4.COG .1497E:-05 14. CO 3.000 .39671'-05 6.00 16.0 
0.00l 5.00J .60,OE-05 14. CC 4.000 .l48n-04 H:88 17'80 'i285f-8r ~.cco &.000 .733'H-04 14. CO 5.000 .6011E-04 18. 0 • 882E-
7.('(·C, 1. Ü i.,.i('l .lP65E-08 14.00 6.000 .2229E-03 i 9 • o g 2:888 .25~g~-08 7.0(fl ?.COC • 4787f-08 14.00 7.0CO .54781'-03 9.0 .61 -08 
'7. '.lt, G :3. ;H) .9630E-06 14.00 8.0CO .107LE-02 19.00 3.000 .1310E-05 
7.00C 4. C0~j .3673E-05 14:88 îö~88 :~Hn:8~ 19.00 4.000 .4913E-05 
7.u00 5.0C0 .1485E-04 19.00 5.000 .1986E-04 
7 ,,)( (\ t.Gcn .550o;F-04 U:88 12:88 :2~g~~:8~ 19.00 6.000 .7368E-04 
7.I.'CC 7.0Ct) .2708E-03 19.00 7.000 .1812E-03 
P.(1(O 1.0eJ .3637E-OH H:88 H:88 :H1H:8i 19.00 8.000 .3548E-03 
tl.uOO 2.COO .930BI:-C8 19.00 9.000 .S634E-03 
8.[,(0 3.000 .18PO~-05 15.00 1.000 .536RE-08 19.00 10.00 .82401:-03 
8.QGl 4. OG~j .7168E-05 15.c-O 2.000 .1316E-07 i 9 • 00 1~'08 • 82 5§E-0~ e.çco ~.oco .2fî95~-04 15.0C 3.000 .2715E-05 9.GO 1 .0 .760 E-O 
H. t,( () ~.ûO() .1074 -03 lS.0C 4.000 .101IE-04 p.OO 

H:88 .92~9~-8~ (1. ,)GO 7.00';' .2HBE-O~ 15.00 5.000 .40871:-04 9.00 .75 2 -
B.iJ(.{j B.COu .8 8E-C 15. {; c- 6.000 .1.5161.'-03 19.00 15.00 .5215E-03 
9.00C ] .oaü .5930E-O!l 15.00 7.000 .3726E-03 19.00 16.08 .4430E-03 
9.(,)GO {.OGO .1513E-07 15.00 8.0UO .7289E-03 19.00 17.0 .2586E-03 I 
CI.QOF ~ ('~J :H~H:8~ 15.00 9.000 .1196E-02 19.GO 18.00 .5312E-03 -;;; .uC, : 4 : Ó '"h) 15 2g H:88 'I685~-82 19.00 19.00 .10bbE-Ol 
9.0CL ~: J': . ~, .4pSF-04 15: . 1 • 684 - 2 28:88 ~:888 :i~~~~:81 

.j::o-

9.oee h:OO~ .1 57E-03 B:E8 B:88 :H~~~:8~ 
I 

'1.oeo 7.0CO .4314E-8~ 20.QO 3.000 .2188E-05 
9.DCC ~. C' Ui.! .84L4~- H:88 H:88 :töá~~:8r 20.00 4.000 .B2l0E-05 
9.<1;;0 9.00') .2060f-02 ~8:28 ~:888 :IB~~:8~ lU.CO J .OCO • 8360E-Ofl 16 • ~.C8Q .45131:-8 8 
1 ti. DG 2.0eo • ZP8E-07 16 • .0'0 .1l12E- 7 ~8:88 è:888 :5e~H:8~ 1(:.CC ?OJJ .4 28E-05 i 6 • (:888 :a~~O~:85 10. ( C 4.000 • 1644f-04 6 • 

~8:E8 iö?88 :îH5~:8~ lv.lG s.cco • 6648E-04 16 • 5.000 .3457E-04 1\.-!. C0 t.\2u0 .2465E-03 16. 6.000 .1282E-03 
~8:&8 H:88 :!n8~:8~ O.oc 7.00c) • f055E-03 16 • 7.000 .3p2E-03 

l(. ( C 2.J0J • 1183E-02 16 • 8.000 .6 ME-03 ~8'oo 1~. 08 :H6H:8i H.lC 9. C(:J .19?7E-02 11:-. 9.GOO .1012E-02 .00 1 d) 
IC. (.e 1 c "::g .4l!12~-O2 16. 10.00 'I4~6f-0~ 20.00 15.00 .8718E-03 
ll. cc 1. CO, • 6399 -08 6 • 11.00 • 4 5 -0 20.00 16.00 .7409E-03 
1] • (C é .Ij·'.h) .211H-07 16. 12.00 .1311E-()2 28. 00 iè:88 :é~~~E:8~ 11.l0 j. Of}) .4BlE-05 16. 13 .00 .159LE-02 2 .00 
11. Ge 4.C':;0 • 1637E-04 16 • 14.00 .1307E-02 ~8:88 ~ó:88 :H8H:8r 11.CO ".COD • 6620E-04 16 • l'J.CU .8973E-03 
11.Cc. t.OC1 .2455E-03 17: !~~88 :~g~ö~:8à H:88 ~:888 :r~~~~:8~ 11. (; 0 1.CCC .6030E-03 
11.ll f'. (:,)J .117F(,-02 H: ~:888 :î~~H:8~ H:~8 ~:888 :fóZg€:81! 1] • CO 4.000 .1Q30E-02 
11.CC l0.Cv • 2714E-02 p . 4.000 .4970E-05 21:88 6:888 :H6a~:8~ 11.(,0 11.C) .5102E-02 7. 5.000 .2010E-04 
12.CO 1.(;(;0 .77531:.-08 p.ec 1:888 :HHr:8~ 21.00 7.000 .3856E-03 
12.C.l 2. CO,) .1937E-07 7.00 p.co 8.000 .755~E-0~ 12.CC 'J.cco .3987E-05 17.00 !l.oon .358bE-03 1.CO 9.000 .124 E-O 
12.CC 4.0uO .1502E-04 17.00 9.000 .5886E-03 H:88 !~:88 : H5~~:8~ l~.Ct :;.. ~y"l :~nH:8~ 17.00 10.00 .8299E-03 
l • l ~ r,. ,,,,:0 17.CO 11.00 .829SE-03 21. 12.00 .1618E-02 
li.CC 7.GGO .55331':-03 17.CO 12.00 .7ó37E-03 21. 13.00 .1964E-02 
U.CC R • C (JO .108IE-Oi' i 7 • 0C 13.08 .9~64E-g~ G~' !~.QQ .J.9~~§-Qg 
12.CC ".0,).) .1772E-0' 7.(;0 14.0 .7 OgE-



Parameter Est imat e Parameter pair Est Parameter palr Est imat e 
il.Ll,; l~.vJ .lll~t:-U':: p·so !:888 -. Pî6E-8~ 27.00 25.00 .1513E-02 21.(0 1 • 00 .9457f-g3 5. '0 -. 1 6E- 27.00 26.00 .1738E-02 21,(:(; 1 • :""0 .5521E- 3 

~~:88 ~:888 ::~HRE:8~ 27.00 27.00 .7459E-02 p.co 1 .00 :$~6~~:8~ 2B'8° 1.000 -.4804E-08 1.(..(- i .Ju H:88 6:888 :: t2H~:8~ 28. 0 2.000 -.S728E-OB 
2r' 00 :88 :~~~2~:8r 2B.00 3.000 -.21841:-05 2 • GC 25.0C 7.000 -.3603E-g3 26.00 4.000 -.1êo2E-05 
~ o. CO ~.cSO :HU~:8~ 25.00 6.000 -.69B4E- 3 26.00 5.000 -.2 76E-04 2.00 .• (; 0 25.00 9.000 -.1131E-02 28.00 ~:888 -'207H-g3 n.oc 3.000 .10BM-05 25.00 10.00 -.1556E-02 28.00 -. 64 - 3 
22.( G 4.{\0J .4212E-05 25'8 0 11.00 -.1?;2E-02 28.00 8.000 -.5194E-03 22. C'C- 5.ücn .17C3E:-04 25. 0 12.00 -.13 6E-02 26.00 9.000 -.8544E-03 
22.0C r.OOO .6313E-04 25.00 13.00 -.1641E-02 2~.OO IY:88 -.1~08E-0~ 22. CG 7.000 :~6~H:8~ p.oo 14.00 -.1~45E-02 2 .00 -.1 10E-0 
2? C 0 1\.00:) 5.00 15.00 -.9 5óE-03 26.00 12'80 -'B~b~-02 22.Cü ~.coo .4999E-03 B:88 H:88 ::H~n:8~ 28.00 13. 0 -. 3 -02 22.0G 1C.oO .7063E-03 ~g:88 1~:88 ::?~3S[:8~ 22.C(, 11. 00 .7074E-03 B:gg n:88 ::2~eá~:8~ 22.(G 12.0:.1 .6518E-03 U:88 H:88 ::~g~6~:8~ z::.rc 13.ûO .7916E-03 

~~:88 2~:88 ::~H~E:8~ 22.CC 14.CU .651 E-O'3 28.00 18 '80 -.7335f-03 2Z. cc 15.g0 .4480E-Oj 25.00 22.00 -. 3917~-Og 28.00 9. 0 -.3545E-0'3 
22.CC 16.,) .3809f::-0 25.0C 23.CO -.3298 -0 28.00 20.00 :.;.. 5745E-8~ 22.CG 17. ')ll .2226E-03 25.CO 24.00 -'H e5E - 0 f> 28.00 21.00 -.7109E-
22. CC lP.CO .45661'-03 25.CO 25.00 • (;OE-02 28.00 22.00 -.2812E-03 
22. CO 19.00 .22541:-03 26.CO 1.000 -.109lE-08 28.00 23.00 -.25021'-06 2? CC, 2(..0\..: .3777F-03 26.(0 2.000 -.1255E-07 28.00 24.00 -.18741'-06 
22.00 21.no .4fl50E-03 26.CO 3.000 -.1822E-05 ~E:88 ~î:88 -:~~~~E:8~ 22.uG 22.0') .1898E-01 26.00 4.000 -.1087E-C4 
23. 1 8 1. C0u • ~6Î5E-H 26.(;0 5.000 -.4380E-04 2g.g0 27 '8g -:tó5~~:8~ 23.0 2.000 • 298E- 26.(:0 6.0°8 -.~6,0E-0~ 2 • 0 26. 
23.(0 3.00lJ .9'379~-09 26.00 7.00 -. 8 5E-0 ~~:88 ~:888 :: ~~~H:89 23. C (; 4.0C0 .3677'-09 26.00 1'.000 -.73781'-03 23.00 5.000 .1487E-07 2b.('0 9.000 -.1l8SE-02 29.00 3.000 -.2<HOE-05 
23.0G 6.000 .551Zf:-07 

~g:88 H:88 ::H~g~:8~ 29.00 4.000 -.749óE-05 
23.00 è:883 'H 55E -g 6 29.00 5.000 -.3034E-04 23.00 • 56E- 6 12.00 -.'44215-02 29.00 6.000 -.1129E-03 
2? 9.0LO .4376f-06 13.00 -.î754f-02 29.00 7.000 -.2Z82E-03 I 23. lC.vi) .61'H -06 14 '8° ::U1n:8~ 29.00 8.000 -. '5 HE-03 
2:'. 11.00 • 62(;915-06 5. Q ~~:e8 îà~8g ::H~2~:82 

...... 
23. 12. L'J .5725E-06 i 6 • 00 ::Z~~g~:8j \Jl 21. 13.DJ .6955E-06 . 7.00 29.00 11.00 -. F~6E-O~ I 23. 14.0j • 5735E-06 

~g:88 :88 ::U~U:8~ 29.00 12.00 -. 1 8E-0 
23. l?OO .39:'0f-06 

~2:88 H:88 ::HgH:8~ 23. 16.0v .335~E-06 2b.CC .00 -.778715-03 
23. l7.00 • Pé9E-06 26.00 .00 -.1073E-02 ~~:88 p.og -.71~4~-0~ 23. IR.v:.) • ObbE-Ob 26'E o :88 -.4549f-03 6.0 -.6;; 1 -0 
23. 1<;-.00 .200H-06 2t,. 0 -.458ó -OÓ ~~:88 ié:88 ::1H~E:8~ 23. 2C.C0 .3353E-06 26.00 .00 -.4QB8E-Oó 
23. ~ J .00 :tHH=gg 26.GO .00 .lalOE-02 ~~:88 ~6:88 ::~~~~t:8~ 23. n.(;:) 

H:88 .ö88 .7422f-g2 23. 23.00 .î1~03E-05 .1193E- 8 H:88 ~~:88 ::H~9~:8~ 24. 1.000 .1 32E-11 2+.00 :888 :: ~B6f:8~ . ,4. 2.00û :1BH:o~ 2 .00 ~~:8g ~~:88 ::B~H:8~ _4. 3.00) H:E8 ~:888 :: ~Hg~:8~ 14. 4,000 .3227F-C6 
~~:88 ~î:88 :i~~H:8~ 24. ~. ,:00 .1304E-07 H:&8 6.g00 ::~~~H:8~ 24. t.ooo • 4~3H-87 7. 00 ~~:88 H:88 -:~~6~~:8~ 24. 7.0':"J .1l86E- 6 H:88 S:888 ::Hgn:B~ 24. 0'°8° .l'320E-g6 ~8:88 ~~tJ88 -:B~n:8~ 24. A 0 t) .3814E- 6 

~~:E8 H:88 :: B8~~:8~ 't. v 

24. lC.OU .~364~-06 30.00 2.000 -.4892E-08 
24. 1 J • Lv • 363 -06 27.(0 F·go ::B~H:8~ 30.00 3.000 -.1238E-05 

" t 12.ÇO .49r4E-06 27.00 3. 0 30.00 4.000 -.430LE-05 -'" 24. 13.00 .60 iE-06 27.CO 14.00 -.1058E-02 30.00 5.000 -.1740E-04 
24. 14,00 .4957E-C6 H:88 16:88 ::6~9~~:gj 30.00 ó.OOO -.b4élE-04 
24. 1: .JO .3406E-06 30.00 7.000 -.1600E:-03 
24. lt.OU .2e9QE-06 H:88 iè:88 ::1gHt:8~ 30.00 8.000 -.3167E-03 
24. 17.00 .1697E-06 30.00 9.000 -.5376['-03 
2~ • 18. u') .3492E-06 27.(;0 19.08 -.39rflf.-8~ 30.00 10.00 -.7827E-03 
2" • lÇ.CO .1717E-06 27. LO 20.0 -.66 4E- 30.00 11.00 -.8044E-Oj 24. 2C.UO .288SE-Ob 27.00 2~.CO -.8305E-03 30.00 12.00 -.7551E-0 
j~ 4. 21.00 .3733E-C6 n.OG 2 .00 -.3413E-03 30.00 13.00 -.929BE-03 
2!+ • (:;: • ;JJ .154lf-C6 27. CO 23.00 -.2423E-06 30.00 14.00 -.78óOE-03 
~4. • ?"q :M16r:8~ 27.00 24.00 -.251~f:-06 ~Q.ÇQ J?·Ç9 -. ?Z9n-Q~ 4. 2 : ~.o 



Parameter palr Est e Parameter pair Estimate Parameter Pàir Estimate 
30.lU lb.~),,) -.'t':l::Ot-Uj 32.00 30.00 .3659E-03 35.00 6~OOO -.2185E-03 ~o.co H:28 ::~ng~:8~ H:88 H:88 :~M~~:8~ 35.00 7.000 -.533H-03 e.CG 

H:88 ~:888 ::H~n:8~ 30.0C ~9.00 ::B~9~:8~ 33.00 1.000 -.393IE-08 30.<..( 0.00 33. CO 2.000 -.1364E-07 H:88 H:88 ::~H1Ë:82 3(;.CO 21.0iJ -.6974E-03 33.00 ~:g88 ::I~an:84 30.00 2<'.(;0 -.28C/OE-03 33.(,0 
~~:88 B:88 ::~g~~E:B~ 30.(,0 23.I.!'J -.2715E-06 33.00 5.000 -.4B79E-04 30.CO 24.0li -: H5H:8~ 33.00 6.000 -.1807E-03 35'8 0 1~.00 ::f!~U:8! 30.(0 25.00 

3~.O8 è·goo -'é428~-8~ 35. 0 1 .00 30.00 .00 .2371E-03 3 .e • 00 -. 634 - H:88 i9:88 ::Bö~~:8~ 30.00 .cu .2129E-03 33.00 9.000 -.1411E-02 
30.00 • CU .1961E-03 

33·°8 10.08 =: tU6~:8~ H:88 U:88 ::B~H:8§ 30.CO r- ~ .2299E-03 33.0 11.0 · ..... : \,} 
30.CU '30.1.10 • B056E-03 H:88 H:88 ::~U8~:8~ ~~:88 ~q:SB ::lH2F:8~ 31.LO 1.000 -.5625E-08 
~l 80 ~:888 ::H~H:8~ 33.00 14 • 00 -'1719E-02 35.00 22.00 -.5817E-03 .. 1: ·0 33.00 5.00 -. 144E-02 35.00 23.00 -.~plE-06 31, co " . :: H~H:8~ 33.00 r6 • 00 -. 97 18E-03 35.00 24.00 -. 291::-06 "3 • (. (.. ~ .. 33.00 7.00 -.57 9E-03 H:88 ~&:88 :H8H:8~ ;;l1·}Ç ~: :: U1Z~:B~ 33.00 18.00 -.1l88~-02 
.j • ...J L 33.00 19.00 -.5884 -03 

~~:88 H:88 :é~~~~:8~ 31.((\ " . -.9385E-03 33.00 20.00 -.96BOE-03 
:31. C Ci Y. -.1532E-02 33.00 21.00 -.1205E-02 35.00 29.00 .~605E-8~ 31.{IC 1 C • -.z14lE:-02 33.00 22.00 -.4847E-03 35.CO 30.00 • 928E-31. t ü U. -.2121E-02 33.00 23.00 -.3932E-06 

H:88 H:88 :!6gH:8~ 31.(;(' 12. -.193!JE-OZ 33.00 24.00 -.3382E-Ot 'q. CO J 3. :: ï~èdË:8~ 33.00 25.00 .9860E-03 35.00 33.08 .1252E-O~ 3.1..(;0 14. 33.00 26.00 .1034E-02 35.00 34.0 .2291E-0 H:8b l~. -'löe5f-8~ 33.('0 ~é:88 .469 U-g 2 
~5'8° r:ö88 -:H,a~:8§ 1 é: • -. 82 E- 33.00 .1 0 - 2 6. 0 

~r'OC H·\>9 ::y~g6~:8~ 33.00 29.00 .5695E-8~ 36.00 2.0en -.2015E-07 ;j .CL J. vv 33.(;0 30.00 .3225E- 36.00 3.000 -.3567E-05 11 .CO <;.C0 -.6115E-03 H:88 H:88 :H62~:8~ 36'8 0 ~:g88 -. U07E-g4 31.0(' O.JO -.1014E-02 36. 0 -. 80 - 4 :n.O(; .00 -.1283E-g2 33.00 r;ö88 • 382SF-g2 36.00 6.000 -.lB07E-03 31.CO .00 -.5165E- 3 34. Ou -.914 E- El 36.00 7.000 -.4424E-03 H:f8 :88 ::~á~~~:86 ~4.c8 ~:88g =: ~UH:8~ 36.0C' 8.08 0 -.85~4~-0~ 4.0 36.00 9.0 0 -.13 3-0 I 31.00 25.(.') .1411E-0~ 34.00 4.008 -.130lE-04 36.00 10.00 -'r950E-02 -31.00 26. (JO .1079E-0 34.00 5.00 -.5258E-04 36.00 11.00 -. 952E-02 31. CO 27.00 .908H-03 r" co ~:288 -.p49~-8! ~6.00 F' OO -'H94E-O~ Q'\ 31.l0 Z8.0G .10!l7E-02 4.00 -. 778 - 6.00 3.00 - •. 64E-O I 31.ce 2Ç.00 .8678E-03 34.00 f.OOO -.9282E-03 
~~:88 i~:88 ::H§~~:8~ :31.00 "0.00 • 345~E-03 34.00 9.000 -.1505E-02 

31.(.(j 31. (Iv • H E-02 34.00 H.OO -.20961'-02 36.00 H:88 -.98~~~-0~ 32. {C l • (00 -.604i)~-OB 34.00 11.00 -.2078E-02 36.CO -.56 -0 32. CO 2.000 -.1752 -07 34.00 12.00 -.1!l99E-02 
3&'88 18.og ::HÎZ~:8~ H:Eö 4:883 ::14gn:8~ 34.00 13.0;) -.non-oz 36. 9.0 

j4.00 i4
'

08 :: Hég~:8~ ~6.08 H:88 -.9565~-8~ "3 ., 5. -.59~3E-04 4.00 5.U 6.0 -.1196 -, .. 
32. b, -.21 31'-03 34.00 t6 • 0g -.1089E-8~ 36.00 22.00 -.4599E-03 
H: e è: ::ldj9~:8~ 34.00 7.0 -.62241'- 36.00 23.00 -.35661:-06 34.00 le.OO -.1~3lE-02 36.00 24.00 -.3157E-06 .co îö~8B ::Hg~~:8~ 34.00 19.00 -.5 31E-03 36.00 25.00 .1067E-02 

• L C 34.<:0 20.00 -.9993E-03 36.C0 ~6.00 .1~27E-02 .co II .00 -.234SE-8~ 34,(jO 21.00 -.1268E-02 36.00 7.00 .4 45E-02 .GO 12. (,;0 -.213 E-
~~:E8 H:88 ::4B~j~:8g ~g:g8 ~S:88 :H~H:8~ .cc 13.Q0 -.p97E-8~ .oe 14.l0 -. 113E- 34'88 ~~'8° -:fHH:8~ 36.00 30.00 .3457E-03 .cc ::IHH:8~ 34. ~. iJ 36.00 31.00 .13b5E-02 • t [, ~t:S8 ~1:88 :B~î~:8~ 36.00 32.00 .1505f-02 

• (. 0 -.6742E-03 36.00 33.00 .3207E-02 .tC -.1376E-02 34. CO 2e.co . 7ZC2€-8~ 36.00 34.00 .1773E-02 
• C (1 -.6696~-8~ 34.00 29.00 .1 5lE- . 36.00 35.00 .19781:-02 • cc -.1124 - 34.00 30'°8 .364Q~-03 36.CO 36.00 • 34rH - OÖ • ç t ::;H2r:8~ 34.00 31.0 .1655 -02 37.00 1.000 -.33 9E-O 
• L1:, .34.00 32.00 .1584E-02 F'OO 2.000 -.1217E-8 7 .oc ?t.on -'~PH-86 34.CO 33.00 .1l40E-02 7.00 3.000 -.2341E- 5 
• C (\ 4.l') -.~ 8 - 6 34.00 34.00 .22S2E-02 H:88 ;:888 ::~~HE:84 .rc .00 .1I77t-02 35.00 1.000 -.1011E-07 
• C 0 • û;) .4546E-02 35.00 2.COO -.24EóE-07 37.00 6.000 -.1611E-03 .Cr. .CO 'i044E-02 35.CO 3.000 -.4328E-05 37. C'O 7.000 -.3950E-03 .CC .\JO • 14!JE-02 35.00 4.000 -.1461E-04 37.00 8.000 -.7740E-03 
• C Co .00 .<l324f-C3 35.CC 5.000 -.590.u;-Ç4 37.00 9.000 -.12741'-02 



Parameter palr Estimate Parameter palr Estimate Parameter Estimate 

37.00 -. F97~-02 39.00 10.00 -.lb29E-02 41.00 6.000 -.lllOE-03 
37.00 -. 794 -02 39.00 11.00 -.1650E-02 41.00 7.000 -.2765E-03 
37.00 -.lb49E-0~ 39.00 l2'.00 -.1529E-02 41.00 8.000 -.5422€-O3 
37. C 0 -.1995E-0 39.00 13 .00 -.1830E-02 41.00 9.000 -.8918E-03 
37.(0 -.1659E-02 P.08 r~:88 ::ió~8~:8~ 41.00 10.00 -.1268E-02 
37.(0 -.1l70E-02 9.0 41.00 11.g0 -.1282E-02 :n.GO -.1009E-02 39.00 19:88 -.~91l~-8! 41.00 12. 0 -.1189E-02 
37.0C -.5862F-03 39.00 -. 258 - 41.00 13.00 -.1464E-02 
37. CO -.1202E-02 ~2:88 iS:88 ::Hè6~:8~ 41.00 14.00 -.12161:-02 
37.00 -.5932E-03 41.00 15.00 -.8442E-83 
37.(0 -.100eE-02 39.(;0 20.00 -.9587E-g3 41.00 16.00 -.7165E- 3 
37.00 -.1312E-02 39.00 21.00 -.1229E- 2 41'8 0 17'°8 -.4150e-03 
37. ('ü -.54151:-03 39.00 22.00 -.5074E-03 41. 0 18.0 -.8499E-03 
37.(0 -.4834E-06 39.00 23.00 -.4247E-06 41.00 19.00 -.4173E-03 
3701;C -.4440E-06 39.00 24.00 -.3860E-06 41. 00 20.00 -.7007E-03 
37. cc :Hj~~:8~ 39.0C 25.00 .1?43E:-02 41.00 21.00 -.8913E-03 
17. CO 39.CO 26.00 .13841:-02 41.00 22.00 -.3461E-03 
37.CO .1212E-02 39.00 27.00 .5157E-02 41.00 p.og -.3043E-gg 
37.CO .2245E-03 39.00 28.aO .1712E-03 4 .00 4.0 -.2460E-
37, ( G .~59%-0~ 39.CO 29.00 .6257E-04 41.00 25.00 .2764E-03 
37. (C • 47 -0 39.00 3e.00 .9243E-03 41.00 26.00 .2246E-03 
37.CC .1271E-02 39.('0 31.00 .9364(-03 ~i:88 ~ê:88 -:lBU:8~ 37. { C .11381::-02 39. (0 32.00 .10481:-02 

H:t8 :1'~~~r:8~ 39.00 33.00 .3360E-02 41.(:0 29.00 .1041E-02 
39.00 34.00 .7741E-03 41.00 30.00 .6148E-03 

37.00 .1224E-02 39.00 35.00 .8642E-0~ H:88 H:8g :êHH:8j :n.cc .1045E-02 39.CO 3~.OO .3020E-0 
37.(;( -:~nH:8~ 39. (0 37.00 .172?E-02 4i' 00 H:88 :H9H:8~ 38.(C 39.00 38.00 .1951E-02 4 .CO 
38.CO -.1379E-07 39.(;0 39.00 .4321E-02. H:88 j~:88 :~fi~H:8~ 38.U -.2,92E-05 40.00 1.00J -.4654E-08 
~i'.G2 :: H2Q~:8~ 40.00 2.000 -.~~22E-08 41'°8 3é' oO :H~H:g~ t,G 40.00 '3.000 -. 16E-05 41.0 3 .00 
3e'~ë ::4HS~:8~ 40.00 4.000 -.~376E-05 41.00 39.00 .5719E-03 
3e. J ! 40.üO 5.000 - •. 986E-04 41.00 40.00 .7906E-03 1R. E ~ ::!HH:B~ 40.00 6.00() -.1111E-03 41.00 41.00 .1043E-02 
. f •. ~ 40.00 7.000 -.2747E-03 42.00 1.000 -.516IE-Q8 
38.(;ü -. p58E-8~ 40.00 8.000 -.542H-03 42.00 2.000 -.131Bf-07 
38.CO -. 9~9E- 40.(0 9.000 -.89'i9E-03 42.00 3.000 -.2861E-05 I 

~g:r8 ::~~8~É:8~ 40.00 1C.00 -.1286E-02 42.00 4.000 -.1127E-04 -4G.00 H:88 -.1~81t-02 42.00 5.000 -.4557E-04 
.co -'fB3~E-82 40.CO -.1 8 -02 42.00 6.000 -.1690E-03 -....J 

.cc -. 23 E- 2 40.<':0 13 .00 -.1474E-02 42.00 7. oog -.4157~-03 I 

• CO -.10521'-02 40.00 14.00 -.12131'-02 42.00 8.00 -.8151 -03 
.,,0 -.6225E-03 40.00 1,.00 -.8383E-03 42.00 9.000 - .1341E-02 
.co -.1296f-02 40.00 16.00 -.7094E-03 42.00 10.00 -.18931:-02 
.LO -.6463E-03 40.00 17.00 -.4184E-03 42.00 11.00 -.1fl93E-02 
• ( Q -.1114E-02 40.00 18.00 -.8749E-C,3 42.00 12.00 -.1743E-02 
.tt -.149lE-02 4li.OQ ~9.Cg -.4309E-O~ 42.CO 13.00 -.2110F.-02 
.cC' -.6445E-03 40.00 C.O -.7123E-03 42.00 14.00 -.17351'-02 
.CC -.607óE-06 40,{iO 21.00 -.90371:-03 42.00 1'5.00 -.11971:-02 
• ( 0 -.58Z5E-06 40.C0 22.00 -.3656E-03 42.ao 16.00 -.1017f-02 · (. (; .147/JE-02 ~8:88 ~~:88 ::~g~~~:8g 4~.00 17 .00 -.5939E-O~ 
• CC' .5191E-U2 4 .00 18.00 -.121BE-0 
• (, C .1392E-02 40,GO p.OO .lP't~-2j 42.eO 19.00 -.5965E-03 
.(,0 .1903E-03 40.00 6.00 .1 8u - I 42.00 20.00 -.9955E-03 
• (. C .3453E-03 ~8:E8 ~è·QQ :H6n:8~ 42.00 21.00 -.12721'-02 .cc .1057E-(·2 .uv H:88 H:88 =:UIH:n 2. C IJ .1099E-02 40.CO 29.00 .6474E-g3 

f..CC .3427F-02 40.00 30.00 .6290E- 3 42.00 ~~:88 -:~8~H:8~ e. (C .1047E-02 40.00 31.00 .91391'-03 42.00 
ë.CG .1l83E-02 40.00 32.00 .9891E-03 ~~:88 ~~:88 :~H2€:8~ ':'.CO .33b4E-02 40.00 :'!3.00 .86b9f:-03 

• ( C :H2~t:8~ 40.('0 34.00 .7371E-03 42'88 ~8.08 : HU~:8~ .(..0 40.(;0 35.00 .790 E-03 42. 9.0 
.co .4ó25E-02 40.C( 3~.OO .6938E-03 4~.ÛO jo.og :rHU:8~ · ( ( -.15('9E-08 40.(;0 37.00 .7358E-03 4 .CO 1.0 
.(:0 =: ~8n~:8~ 48. 00 ~~:88 • U08~-0~ 42.00 32.00 .1447E-02 
.lO 4 J' CO • 60 ,-a 42.00 33.00 .1250E-()2 
• C C -.9713F-05 4~.00 40'8 0 .9~~9E-û~ 42.00 34.00 .13IQE-02 
.t-C -.3924E-04 4 .00 1.0 0 -.b 4E-0 42.00 35.ÛO .1291E-02 
• (C -.1449E-03 41:88 2.QOg -.~~3Ot-87 42.00 3e.00 .11l4F-a2 
.co -.354H-03 3.vO -. 61 - 5 42.00 37.00 .1415E-02 
• C (. -.t- Q 40E-G3 41. 00 4.000 -.7443f-05 42,00 3f!.00 .1367E-02 
• ç 0 -.11 .. 5E-02 41.0C 5.00J -.3012E-04 42.('0 39.00 .1l 79E-02 



Parameter pair Estimate Parameter Estimate Parameter pair Estimate 
42.CC .9SME-03 44.CO 31.00 .126ZE-02 46'88 H:88 ::~~2H:8~ 42.tCi 'UÖ8E - 03 44.00 32.00 .1390E-02 46. 
4?CO • '6E-02 44.00 33.00 .Z729E-02 ~g:88 ~~:88 :: 12~U:8~ 43'F ::!~dH:8~ 44.00 34.00 .9763E-03 
43. '0 44.00 35.00 .10tHE-02 46.00 22.00 -. !i712E-03 
4'1.&0 ~.Q08 ::fHö~:8~ 44.00 36.00 .p37~-02 46.00 23.00 -.5~45E-06 
4~'l. ,I. • ttG 44.00 37.00 • 213 -02 46.00 24.00 -.4 47E-Ob 
43. (C 5.COO -'H34~-04 44.00 3S'00 .lHlE-g 2 4b'88 ~g:88 :~ZHr:8~ 43.{'(; t.eGO -. 02 -03 44.00 3 .00 .2 6€- 2 46. ' 

4j:88 Z:8S8 ::á8~H:8~ 44.00 40.00 .9539E-03 46.00 27'80 :zHU:8~ 44.00 41.00 .7525E-03 46.00 2B. 0 
43.('0 c;.oco -.1492E-02 44.00 42.00 .1259E-02 ~8:88 ~Z:88 :HMÉ:8~ 43. C 0 lC.00 -.2107E-02 44.00 43.00 .1406E-02 
43.CC 11. CO -.2Ie9f-OZ 44.00 44.00 .2232E-02 4g.08 ~!:88 :U~H:8~ 43.('0 12.CO -.1942~-02 45.(,0 1.000 -.7395E-08 4 • G 
43.CC 13. (JO -.2367 -02 45.(\0 2.000 -.172lE-07 4ó.00 33.00 .1037E-02 
43. (' (, 14.00 -'l946F-02 45.00 3.000 -.3244E-05 46.00 34.00 .1754E-02 
43.(,0 1 Ij • C'<) -. 305E-02 45.00 4.000 -.1104E-04 46.00 35.00 .3120E-02 

4~:~8 H:88 ::H8H:8~ 45'8 0 5.ogo -.44§2~-04 46.00 36.00 .1534E-02 
45. C 6.0 0 -.16 4 -03 46.00 37.00 .1419E-8 2 

4~ tB IQ·cv ::k~~$~:8~ 45.CO 7.000 -.40bóf-03 46.00 38.00 .2910E- 2 
4 : ( 'i. Ci) 45.CO 8.000 -.7Q4ZE-03 4ó.00 39.00 .1166E-02 
4~ .liO ?I·~Q ::iH8~:8~ ~g:88 îö~88 ::H~~~:8~ 46.00 40.00 .9278~-03 
4 .l L 2 .... '.) 46.00 41. 00 .1251 -02 
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43. L 0 ('7.0:J .8399~-O3 45.CO 16.00 -.10COE-02 4~'8° 1.0g0 ::~gt~~:8~ 43.(C 2 f • CD .89821:-03 45.CO 17.00 -.5768E-03 4 • 0 2.0 0 
43.(0 2t;.()0 .7178E-03 4;:88 t~:88 :: ~,8H:8~ 47'&8 ~.08° -'f858~-85 43.(0 30. .7999E-03 47. .0 0 -. 41 - 4 
43. (0 ? 1 • .1464E-02 ~~:88 H:88 ::î~§H:8~ 47.00 5.000 -.4209E-04 
4~'28 3? • : n~j~:8~ 47.00 6.000 -.1560E-03 
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43. LO .l303E-OZ 45.CO 23.00 -.422H-06 47.00 8.000 -.747 -03 
43.CO .2695E-02 45.00 24'8° -'Î68ó~-Oó 47.00 9.000 -.1224E-02 
43.LO .1238E:-02 45.00 25. 0 • 107 -02 47.00 10.00 -.1731E-02 I 
43.(;Î) .1410Ë-02 45.GO 26.00 .90B2E-03 4~.00 H:88 -'114~~-0~ ....... 
43.[( .3eOSE-02 4:'.00 27 .00 .5385E-03 4 .00 -. 61 -0 
43.(,0 .1335E-02 4!).OG 28.00 .6208f-03 47.00 13.00 -'1955E-02 00 
43.00 .109lE-02 45. C C 29.00 .109?E-02 47.00 14.00 -. 565E-02 I 
43. (d:': .97~2E-03 45. CiO 30.00 .6925E-03 47.00 15.00 -.1087E-Q2 
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B5. GLIM3-programme for fitting the model Tl + TYPE1(ZR + ZE + ZC) 

$81111TS 804 
SDATA 402 BT N Dl D2 W REL EOU CoH 
$DINPUT 1 
$CAl~ ~t:~IFlttQ(EOU,1)*%NECREl,1),BT+3,BT) 

: BT=~IFC1aEQ(EDU,2)*%NE(REl,1),BT+3,BT) 
: BT=%IFC~EQ(EDU,1)*%EQ(REL,1),BT+2,BT) 
: BT-1.IF(1.EQ(EDU,2)+1.EQ(REl,1),BT+2,BT) 
: BT=%IF(%EQ(EOU,3)*%NECREL,1),BT+l,BT) 

$FACTOR T 24 IR 4 ZE 3 ZC 2 TYPE Z 
SCAlC TYPE=IGl(2,40Z) : 12=%Gl{402,1) , II-ZGl(804,lJ 
i b~öN~I6lÏiYitclt~t!!6~t~61fY~I~~Gt(Ir;~b~~~b2l12) 
, T(Il)=BT(I2) : lRCIl)=REL(IZ) 
: ZE(Il)=EDU(I2) : ZC(Il)=COH(IZ) 
$DEl BT N Dl 02 W REL EDU COH It 12 
$CAlC IS=O. : %$=%$-Z*O*(llOG(O -LE)-D 
SPRINT ; : ; ft $ATUPATED MODEL T*REl*EDU*eOH ft 

: : ft HAS -ZtLOGClIKELIHOOD) = ft .9 IS : : : 
$YVAR D 
SERROR P 
SOFFSET lE 
$FIT T+TYPE*(ZR+ZE+ZC) 
$DISPLAY l A 
$CAle %l"%S+1.DV 
$PRINT : t : ft 

$STfJP 

I , ti 

: : t. 

I : " 
: : " 

THE CURRENT MODEL HlS " 
-Z*LOG(lIKElIHOOD) = 
lIKElIHOOD RATIO CHI SQUARE -
PEARSON CHI SQUARE = 
WITH OEGREES Of FREEDOM -

.. *9 %L 
" *9 %DV 
n *9 %X2 
" *3 :tOF 
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B5. (continued) GLIM3-output af ter fitting the model Tl + TYPEl(ZR + ZE + ZC) 

GLIM 3.11 (C)1977 ROYAL STATISTICAL SOCIETY, LONDON 

----- $DATA LIST ABOLISHED 
----- INVALID FUNCTION/OPERATOR ARGUMENT(S) 

SATURATED MODEL T*REL*EDU*COH 

HAS -2*LOG(LIKELIHOOD) = 4764. 94422 

SCALED 
CYCLE DEVIANCE DF 

8 680. 5 767 

LINEAR PREDICTOR 
'ï.GM T TYPE ZR ZE ZC TYPE. ZR TYPE. ZE TYPE. ZC 

ESTIMATE S. E. PARAMETER 
1 -11. 26 16. 11 ï.GM 
0 ZERO ALIASED T( 1> 
2 .1649 18. 13 T(2) 
3 4. 785 16. 14 T(3) 
4 6. 018 16. 12 TUt· ) 
5 7.414 16. 11 T(5) 
6 8. 718 16. 11 T(6) 
7 9.602 16. 11 T(7) 
8 10.25 16. 11 T(8) 
9 10. 72 16. 11 T(9) 

10 11. 05 16. 11 T( 10) 
11 11.03 16. 11 T ( 11 ) 
12 10. 92 16. 11 T( 12) 
13 11. 10 16. 11 T (13) 
14 10. 91 16. 11 T (14) 
15 10. 53 16. 11 T (15) 
16 10. 35 16. 11 T (16) 
17 9.803 16. 12 T(17) 
18 10. 50 16. 11 T (18) 
19 9. 761 16. 12 T (19) 
20 10. 27 16. 12 T(20) 
21 10. 52 16. 12 T(21) 
22 9. 598 16. 13 T(22) 
23 3.847 18.27 T(23) 
24 3. 456 20.63 T(24) 

0 ZERO ALIASED TYPE( 1) 
25 -5. 551 .7411 TYPE(2) 

0 ZERO ALIASED ZR(l) 
26 -. 8399E-Ol . 4871E-Ol ZR(2) 
27 -. 8734E-Ol . 8327E-Ol ZR(3) 
28 -. 3443 .1022 ZR(4) 

0 ZERO ALIASED ZE(l) 
29 -. 4675 . 5381E-Ol ZE(2) 
30 -. 6169 . 6760E-01 ZE(3) 

0 ZERO ALIASED ZC ( 1 ) 
31 -. 3571 . 4409E-Ol ZC(2) 

0 ZERO ALIASED TYPE ( 1 ). ZR ( 1 ) 
0 ZERO ALIASED TYPE(l). ZR(2) 
0 ZERO ALIASED TYPE(l). ZR(3) 
0 ZERO ALIASED TYPE ( 1 ). ZR ( 4) 
0 ZERO ALIASED TYPE (2). ZR ( 1 ) 

32 2.995 .7170 TYPE(2). ZR(2) 
33 4. 212 .7289 TYPE (2). ZR (3) 
34 4. 554 .7302 TYPE ( 2 >. ZR (4) 

0 ZERO ALIASED TYPE ( 1 ). ZE ( 1 ) 
0 ZERO ALIASED TYPE ( 1 ). ZE ( 2) 
0 ZERO ALIASED TYPE( 1). ZE(3) 
0 ZERO ALIASED TYPE(2). ZEe 1) 

35 -. 1125 .2346 TYPE ( 2 ). ZE ( 2) 
36 .6805 .2508 TYPE(2), ZE(3) 

0 ZERO ALIASED TYPE ( 1 ). ZC ( 1 ) 
0 ZERO ALIASED TYPE(l). ZC(2) 
0 ZERO ALIASED TYPE(2). ZC(l) 

37 -.9150 .2018 TYPE (2). ZC (2) 
SCALE PARAMETER TAKEN AS 1. 000 
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. (Continued). 

THE CURRENT MODEL HAS 

-2*LOG(LIKELIHOOD) = 

LIKELIHOOD RATIO CHI SQUARE = 

PEARSON CHI SQUARE = 
WITH DEGREES OF FREEDOM = 

5445. 41574 

680. 471521 

1753.73717 

767. 
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Figure C3. Schematic presentation of the shifts (or stratifications) denoted 

by Til and T* 
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Figure C5. Schematic presentation of various classes of PH and SPH models (in boxes) 

(3. 

in the presence of competing risks and under the assumption of piecewise 

constant hazards(a) 
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Observed versus estimated crude cumulat probabilities of entry 

into first and first cohabitation, per subgroup. 

Model T* + TYPE * (ZR + ZE + ZC). 
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D. the covarlance matrix of functions 

T 
Let 8 = (81, ..... ,8k ) be a vector of k parameters, 

let ~ = (~l"""'~l)T be a vector of l new parameters defined as functions 

of the 

where the 

cp. = 
1 

1 = l, ..... l 

are known functions. 

If the f. are sufficiently well-behaved, sa that, among other 
1 

df· 
the 1 

exist, then it can be shown, by c 
d8. 

J 

of the functions f. about 8 = 8 (i.e. the maxlmum 
1 -

of the s 81, ..... ek ), that the following approximate formula 

holds. 

c T O.V.D 

where V is the kxk covarlance matrix of ~, C is the lxl 

of î, and D lS the lxk matrix of partial derivatives (evaluated ln the 

m.l.e. e). 

In GLIM-Newsletter no. 5 R. Burn and R. 

for calculating the matrix C, but they only 

k parameters 81' ..... ek are transformed k 

Consequently, their macros MUL1, MUL2, ~ruL3, 

presented macros 

the case k=l, l.e. 

~ 1 , ••••• </ik' 

, as weIl as the macro COVA 

can only be used in the special case k=l. s note presents macros MUL5, 

MUL6, MUL7 and MUL8 - for multiplication of O"with V and D. V with OT - which 

can be used in the general case considered. The differences bet ween 

the macros MULl, MUL2, MUL3, MUL4 and the macros MUL5, MUL6, MULT, MUL8 are 

caused by 

1° the use of a new scalar %N, which stands for the number l of new parameters; 

2° the use of a new vector VCM, which, af ter the calculations, contains the 

(co)variances of the new 
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Note that VCM needs to be defined Slnce the vector %VC (used by 

Burn and Thompson) does not have~ in general, the correct length Z{Z+1)!2. 
Note also that, af ter the calculations, the vector %VC still the 

(co)variances of the 81 , ••••. 8k • 

The macros , MUL6, MUL 7 and are as follows. 

$M MUL5 $CAL 7oA=7oA-l XK=XPL-7oA! 
: Vl=7oLE(J,7oK)*<7oK*<XK-l)/2+J)+XGT(J,7oK)*<J*(J-l)/2+7oK) 
: Vl=7oVC(Vl) : 708=XN $WHI 708 MUL6 $$ENDM 
$M MUL6 $CAL 708=708-1 : XI=7oN-708 : Jl=7oEG(1l,701) ! 
: Dl (Jl*7oCl'(Jl) )=D : DV(7oI+7oN*(7oK-l) )=XCU<Dl*Vl) $$ENDM 
$M MUL7 $CAL 7oA=7oA-l : X1=Y-N-Y-A: Jl=Y-EG(12,Y-1) 
: Vl(Jl*7oCU(Jl»=DV : 708=701 $WHI 708 MUL8 $$ENDM 
$M MUL8 $CAL 708=708-1 : 7oK=701-Y-B : Jl=7oEG(ll/7oK) 
: Dl(Jl*Y-CU(Jl»=D : VCM(7oK+Y-I*(7oI-l)/2)=7oCU(Vl*Dl) $$ENDM 

The macro COVA constructed by Burn and Thompson depends heavily 

on the analysis to be done. However, part of it is general - i.e. 

the definition ( $VAR) of the vectors needed for the calculations, 

the use of the macros for the matrix multiplications, and the displaying 

of the results. Therefore, the general macro COVA is presented. 

$H COVA ! 
$CAL XM="',(,N*7oPL 
$EXT XPE ! 
$USE PADE ! 

XT=7.N*(Y-N+l)/2 

$VAR XPLJ Vl Dl : XM Jl 11 12 DV : 70T VCM ! 
$CAL II=7oGLC7oN,XPL) : J=XGL(7oPL,l) : 12=7.GL(XN,1) 
$EXT Y-VC ~ 

$CAL 7oA=7oPL $WH1 XA MUL5 $CAL 7oA=7.N $WHI XA MUL7 ! 
$DEL D DV J Vl Dl 11 12 Jl 
$PR1 11 PAR. E5TIMATE 5. E." : 
.VAR 70N 1 $CAL 1=XGL(Y-N.l) 
$VAR 70T J $CAL J=O : J(I*(I+l)/2)=I ! 
$VAR XN Vl $CAL Vl(J)=VCM : Vl=X5GRT(Vl) 
$LOD FI Vl ! 
$DEL F I 1 J V 1 ! 
$VAR 705 11 12 Jl J 
$CAL 1I=XGL(XN,7oN) 
$DEL Jl 

I2=7oGL(XN,l) : Jl=7oGE(1l,12) J=Jl*XCU(Jl) 

$VAR XT Kl 
$VAR XT K2 
$PR1 .... 

$CAL Kl(J)=II $DEL 11 ! 
$CAL K2(J)=12 $DEL 12 J 

PARAMETER PAIR (CO)VARIANCE" 
$LOO Kl K2 VCM 
$DEL Kl K2 VCM 
$$ENDM 
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Macro COVA uses a macro PADE. This macro lS intended for 

calculation of the new parameters ~l""'~l - which should be storeQ ln 
df· 

1 a vector FI - and the partial derivatives (~) (i = 1, ••••• l; 
as. 

J 
j = 1, •••.• k) which should be stored in a vector D. It must be noted 

that all vectors used ln the macro COVA mayalso be used in the macro 

PADE, but they should be deleted as soon as FI and D have got their values. 

Note also that the scalars %M, %T and %S may not be redefined ln PADE. 

The macro COVA can be used af ter the scalar %N has been assigned the value 

l, i.e. the number of new parameters. 

ABO problem. 

Thompson and Baker (1981) presented a loglinear model with composite 

link function. The GLIM3-programme for the ABO problem was presented ln 

their article. Burn and Thompson (1982) calculated the (co)variances of 

new parameters p. rand q, i.e. the gene frequencies. The calculations were 

repeated using the macros MUL5. MUL6, MUL7, MUL8 and COVA shown above. 

The macro PADE for this problem is as follows. 

SM PADE ! NEW PARAMETERS (FI) & PARTIAL DERIVATIVES <D) 
.VAR XN FI ! 
$CAL FI=XEXP(XPE) : XQ=XCU(FI) : Fl=FI/XQ ! 
.VAR XM 11 12 Jl D ! 
.CAL Il=XQL(XN,XPL) : 12=XQL(XPL,I) : Jl=XEQ(Il,I2) 
: D-FI (Jl*XCU(Jl) )-Fl (11 )*FI (12) 
.DEL 11 12 Jl ! 
• .e:NDH 

since the number of new parameters equals the number of original parameters 

in this problem, the macros are used through 

.CALC XN=XPL SUSE COVA 

The results correspond exactly to those ln Burn and Thompson (1982). 
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APPENDIX E. ADDENDUM 

E1. From (2.1) we have for small ~t -

Hence 

But lim 
~H·O 

ll(t;z).~t =:p(t T < t + ~tIT;;;;' t,z). 

;;;;. tlz) - P(T;;;;' t + ~tlz) 

P(T;;;;' tlz) 

S(t;z) - S(t + ~t;z) 

S(t;z) 

S(t;z) - S(t + ~t;z) dS(t;z) 
= 

~t dt 

from the definition of the derivative of a function. 

Hence 

dS(t;z) 
ll(t;z) = 

S(t;z) dt 

d 
= - - log S (t; z ) 

dt 

Integration of the latter formula 

t 
f ll(s;z) ds = - [log S(t;z) - log S(O;z)] 
o 

= - log S(t;z) 

since S(O;z) = 1 and log 1 = O. 

Formula (2.2a) then follows 

E2. By definition, a p.d.f. f(t;z) 1S related to its c.d.f. F(t;Z) as follows 

dF(t;z) 
f(t;z) = ---

dt 
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The c.d.f. F(t;Z) by 

F(t;Z) = P(T <tlz). 

Since 

S(t;Z) = P(T ~ tlz) = 1 -p(T<tlz) 

= 1 - F(t;Z), 

we have 

dS(t;Z) dF(t;Z) 
= 

dt dt 

Hence 
dS(t;z) 

f( t;z) = 
dt 

From the results ln E1 we get then 

~(t;z) = f(t;z)/S(t;z), 

and (2.4) follows then immediately. 

From (2.23) and the definition of the reference subgroup (i.e. Sz =0), 

which 

we have 

8z = ]1(t;z ).e 
o 

(2.26), and substitution of 

S(t;z) = exp(-A(t;Z)) 

S(t;z) 
Sz 

= exp(-A(t;z ).e ) 
0 

-A(t;z ) Sz 
= (e 0 )e 

Sz 
e 

= (S(t;z ) ) 
0 

is ( 2.25) . 

o 



Further 

by a generalization of (2.15). 

Hence 

-Jl(t;z ).e 
o = e 

which gives (2.27). 
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Sz 

E4. Since Jl(t;z') = ° o 
if t < 0, it follows from (2.2Öa) that 

Jl(t+b;ZIl) = ° t < 0, or Jl(s;z") = ° if s < b. o 0 

Hence 1\(s;z") = ° if s <b and S{S'ZH) = if s <be 
o ' 0 

We get then fr om (2.28a) : 

t 
r 

1\(t;z~) = J Jl(u;z~) du 

o 

o 

Jl(u+b;z") du). 
o 

Jl ( s ; Z ") ds). e W 
o 

= j\( t+b; z") • 
o 

W 
.e 
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Further 

This 

Note 

S(t·z') = exp(-~(t·Z')) , 0 ~ 0 

;;;; exp ( -A( t+b; z II ). 
o 

w 
= (S ( t +b ; Z II ) ) e 

o 

o:f (2.15) gives 

-1l(aZ_
1 
+b ;Z~). 

;;;; e 

= (1 - q(az_tb ,1; 

proves :formulae (2.29 ) to (2.31a). 

also the simple relations 

II ' ) = ll(t+b·z n
) 

, 0 ' 

~ (t . Z') = ~ ( t +b . z" ) 
, 0 ' 0 ' 

, 
S (t; Z) S ( t+b . z II ) 

o ' 0 ' 

q( 1,1; ,) =q(aZ_1+b,1;Z~). 

) ) 

w 0 
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E5. The system of maxlmum likelihood.equa,ti0.ns ohtained from (2.35) l.S . 

Cl log .f az.+r3z 
= ~ dz. - f Èz.z·e = o· 

Cl 
z Z 

aZ. 

(2.= 1 , ••• L) 

Cl log .f 
"'"' aZ/Sz 

= ~ dz. ~ Ez. .e = 0 
Cl Sz 

Z. z Z. z 
(ZE: ) 

Equivalently : 

(2.= 1 , •• • L) 

(ZE: ) 

This system of equations should, in general, be solved iteratively, and 

computer packages should therefore be used. Note also that if 

aZ. 
e lS solved from the first set of equations, i.e. 

Sz 
= dz. /(~ Ez..e ), . Z Z 

( z.= 1 , ••• L ) 

and if these expresslons are substituted ln the second set of equations, 

then we obtain a set of equations in the parameters Sz alone, l.e. 

d 
• Z 

Sz Ez.z . dl.. 
- e . (~ () ) = O. 

Z. I-'Z 
~ Ez. . e Z Z 

(ZE: ) 

This system is then solved iteratively, yielding estimates Sz' and these 
aZ. 

estimates are substituted in the above expressions for the e (Z.=1, ••• LJ, 
" a 

.. . z.(Z. ) yleldlng estlmates e =1,.· •• L '. 
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definition~ Me(z) is the age at which 50% women +n suhgroup Z 

ever experiencing firs,t union have already entered unlon., 

P10(Z) is the age at which 10% of women ln 

first union have already entered into 

Zever 

In general , 

let tz be the age at which 100p% of women in subgroup Zever experiencing 

have already entered into first union. Then, the 

lS sat fied:. 

F(tz;Z) 
(E6.1) = p 

ê(z) 

An e of tz can now be obtained by interpolation (of some 

between the aZ.- 1 and aZ. which should satisfy the 

F( F(az.;z) 
p< (E6.2) 

5(z) ê(z) 

or the 

F( 1; z) 'p.ê(z) F(az.;Z)' .3) 

Several methods can be used : e.g. linear or quadratic 
~ 

interpolation of the distribution function F(t;z), .... 

A linear interpolat of the cumulative hazard function A(t;z) is 

preferred since this funct lS ln each interval [az.- 1,az.) linear ln t. 

The linear formula lS obtained as follows. 

From (E6.3) we get 

(E6.4) 

or 

Note that -log(1-p.ê(z)) = A( ;z). Hence, the linear interpolation 

formula is. : 

.... 
(-log( 1-p.ê(z) )-A(az._ 1 ;z)) 

(E6.6) 
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s. t'ormula may he s.implified to : 

.,.loge ;Z) 
t Z = aZ.~ 1 + ~~~~_~~~-...,...;~~~ 

Ï1ZZ 

where 01 "Z 
the estimated (constant) hazard ,., 

Further, we used F(aL;z) as an estimate for 8(z). 
formula used is thus finally 

'" 
-log( 1-p.F( ;z) 

t z = aZ-
1 

+ -------"-----"'--'--

PZz 

(E6.7) 

the I-th interval. 

The interpol at ion 

(E6.8) 

E7. Use is made of the generalized Pearson ehi-square statistic (x~) and 

the sealed devianee or log-likelihood ratio eh~-square statistic (x~). 
Those statisties are defined as follows. Let lC be the estima~ed likelihood 

under some model whieh is called the 'eurrent model', and let LS be the 

estimated likelihood under the 'saturated model' (i.e. the model with 

estimates as (2.22)). Let MZz be the estimated mean of the dependent 

variabIe dZz under the eurrent model, and note that the estimate of Z 

under the saturated model is d Zz ' Then, the (estimated) generalized Pearson 

ehi-square ie is defined as 

M Zz 

and the sealed devianee is as 

The latter statistie ean also be written as 

• • ..0. 2 "'2 
It is known that the statl.stl.es Xp and XL are asymptotieally ehi-square 

distributed with, for example, v degrees of freedom. The number of degrees 

of freedom v , in GLIM-terminology, the number of 'units' minus the 

number of independent parameters in the eurrent model. Note that the number 

of units is in faet the number of eombinations of intervals (Z) and 
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covariates (z) with non-zero number of observations n 7 • The statistics 
~2 ~2 ~z 
Xp and XL can be used to test the goodness-of-fit of the current model. 

The scaled deviance is useful for comparison of two nested modeIs, say 

model 1 and model 2. Let the estimated scaled deviance, s degrees of 
~2 

freedom, the estimated likelihood and means under model i be X
L1

" , v
1
" t, 

A(i) 1 
and Mlz respectively. If model 1 lS nested model 2, then : 

~2 "'2 
XL1 XL2 = -2 log (t/t

2
). 

Thus, the difference between the scaled devianees of model 1 and model 2 

is again a log-likelihood ratio stat and, as such, it lS asymptotically 

chi-square distributed with v
1 

v
2 

degrees of freedom. Note that v
1 

- v
2 

also equal to the number of independent parameters added to model 1 to 

get model 2. 'Analysis of deviance t tables (Baker and Nelder, 1978) are 

constructed with scaled deviances and differences between scaled deviances 

for nested modeIs. It not a problem to extend the above ideas to the 

competing risks problem. In the notation used to derive formula (3.41) 

from formula (3.39) - i.e. z~ = (z,j) - the scaled deviance can be written as 

~2 

X.,- = 
.iJ 

and the generalized Pearson chi-squared statistic lS 

(d - M )2 
. lz~ lz~ 

M 
lz~ 

Note that the formula useful. From those 

formulae, it is clear that the cause covariate can be treated in the same 

way as the other covariates, as has been argued above in the text. 
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. a.(z) the probability that a woman with covariates Z ever enters 
J 

into union due to cause j, and c(z) is the probability that a woman 

with covariates Z ever enters into unlon, irrespective of cause. 

We assumed that entry first union lS never due to more than one cause 

simultaneously (i.e. the assumption leading to (3.2)). Equation (3.10) 

follows immediately from this assumption and from the fundament al probability 

theory. Similarly, a woman with covariates Z who ever experiences 

union due to cause j (with probability a.(z)), experiences it either before 
J 

time t (with probability Q.(t;z)) or af ter t (with probability S.(t;zj) 
J J 

Hence, the fundament al probability theory gives 

a.(Z) = Q.(t;z) + S.(t;z), 
J J J 

1\Thich lS equivalent to (3.11). 

E9. ignoring covariates Zand putting t equal to aZ-
1 

and h equal to 1 

(3.13a), the following can be derived ~ 

ds 

-(A(s)-A(aZ_
1
)) 

e . ]J . ( s ) • ds 
J 

ds 

CLZ 
(sinee ]J.(s) = e J for all s ln the Z-th interval, and 

J 

lS the constant total hazard in the Z-th interval) 
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aO
l 

1 -(2: e J ). u 
aO

l 

J J = e J e au 
0 

aO
l 

[e 
-2: e J • u r=1 aO

l 
J 

= e J 
a ol 

-2: e J u=o 
j 

which gives (3.42). 

Formula (3.43) and (3.44) are easily obtained from (3.22e) and (2.7e) 

respectively 

ignored. 

again t is replaced by a
l
-

1
, h by 1 and covariates Z are 

El0. The following approximations are based on the Taylor serles expans10n 

for the exponential function, i.e. 

2 
eX = 1 + x + ~ + 

2 

Hence, 

app roxi mat i on 

lxi 

4 
+~+ 

31 4! 

sufficiently small, we get the order 

Thus, if the total hazard ~l for the l-th interval lS sufficiently small, 

vre have from (3. 42a) 

and from (3.44a) : 
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Similarly, if ~jl suffieiently 8mall (note that this 18 so if ~l 

suffieiently smalI), we get from (3. ): 

Instead of a first order approximation we ean use the seeond order 

approximation 

Weget then the following approximate formulae 

and 

if ~l 18 8mall, 

and 

if ~J'l suffieiently small. 
-~'l 

Possibly we ean use a first order approximation for e J and a second order 
-~ 

approximation for e l Then we ean derive the approximate formula : 

This au approximate relationship between the net probability q(j)l 

and the crude probability qjl; the eorrection factor uses the total 

hazard ~l' It is int to note here that Pollard (1973) presents 

a approximate relationship between qjl and q(j)l (which he calls 

respect dependent and independent probabilities). The correct i on 

factor his formula, however, does not on the total hazard but 

on the net probability eorresponding to the alternative cause(s). 
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El1. Property A can be demonstrated as follows 

~(t;Z) = ~ J.-(. (t;z) (by (3 ) ) 
• J .. 
J 

T. 

= ~ ~.(t;z ) JZ (by II) e · J . 0 
J 

= ~ ~(t;z ).e. z • 0 J J 0 

T. 
JZ .e (by III') 

T. 

= ~(t;z ).(~ e .. e JZ) 
o . JZ 

J 0 

. Sz 
lf e lS defined as the weighted average ~ e. .e 

JZ 
J 0 

Property B can be demonstrated as follows. 

~(t;Z) = ~ ~.(t;Z) 
· J J 

T. 

= ~ ~.(t;z ) JZ e 
· J 0 J 

= (~ Jl.(t;z ».e 
j J 0 

(by (3.2» 

(by II) 

(by (3.2» 

defined as being eQual to e 

Z. 
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